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Abstract The aim of this paper is to provide a review of general processes related to plasma
sources, their transport, energization, and losses in the planetary magnetospheres. We pro-
vide background information as well as the most up-to-date knowledge of the comparative
studies of planetary magnetospheres, with a focus on the plasma supply to each region of
the magnetospheres. This review also includes the basic equations and modeling methods
commonly used to simulate the plasma sources of the planetary magnetospheres. In this pa-
per, we will describe basic and common processes related to plasma supply to each region of
the planetary magnetospheres in our solar system. First, we will describe source processes
in Sect. 1. Then the transport and energization processes to supply those source plasmas to
various regions of the magnetosphere are described in Sect. 2. Loss processes are also im-
portant to understand the plasma population in the magnetosphere and Sect. 3 is dedicated
to the explanation of the loss processes. In Sect. 4, we also briefly summarize the basic

B K. Seki
seki@stelab.nagoya-u.ac.jp

1 Solar-Terrestrial Environment Laboratory, Nagoya University, Nagoya, Aichi 464-8601, Japan

2 Department of Atmospheric, Oceanic and Space Sciences, University of Michigan, Ann Arbor,
MI 48109, USA

3 Department of Physics and Astronomy, University of Southampton, Southampton, SO17 1BJ, UK

4 Laboratory for Atmospheric and Space Physics, University of Colorado, Boulder, CO 80303, USA

5 Laboratoire de Physique des Plasmas (CNRS-EP-UPMC-UPSud), Ecole Polytechnique, 91128
Palaiseau Cedex, France

6 LESIA, Observatoire de Paris, CNRS, UPMC, Université Paris-Diderot, 5 place Jules Janssen,
92195 Meudon, France

7 Physics Institute, University of Bern, Sidlerstrasse 5, 3012 Bern, Switzerland

8 Institute of Space Astrophysics and Planetology, INAF, Rome, Italy

9 High Altitude Observatory, National Center for Atmospheric Research, Boulder, CO 80212, USA

10 Space Sciences Lab., University of California, Berkeley, CA 94720, USA

11 Center for Atmospheric and Space Sciences, Utah State University, 4405 Old Main Hill, Logan,
UT 84322, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/s11214-015-0170-y&domain=pdf
mailto:seki@stelab.nagoya-u.ac.jp


K. Seki et al.

equations and modeling methods with a focus on plasma supply processes for planetary
magnetospheres.

Keywords Planetary magnetosphere · Plasma sources · General processes

1 Sources

There are three possible sources of plasma for a planetary magnetosphere. The first one is
the surface of solid bodies (planet and/or its satellites), the second one is the planetary (or
satellite in the unique case of Titan) atmosphere/ionosphere, if any, and the third source is
the plasma from the solar atmosphere, i.e., the solar wind. In this section, we will review
processes related to each the sources, i.e., surface in Sect. 1.1, ionosphere in Sect. 1.2, and
solar wind in Sect. 1.3.

1.1 Surface

In this subsection, we will review source and loss processes related to the planetary or satel-
lite surface as illustrated in Fig. 1. Topics to be explained include ion-induced sputtering,
chemical sputtering, photon stimulated desorption, micro-meteoroid impact vaporization,
adsorption by surface, ion-sputtering and radiolysis in icy surfaces, sputter yields from wa-
ter ice, binding energies, sticking and bouncing, and energy distributions.

1.1.1 Ion-Induced Sputtering

The impact of energetic ions or neutrals (typically of keV/nucleon energies) onto a solid
surface causes the removal of atoms, ions and molecules from the top surface. This process
is referred to in the literature as sputtering, in particular nuclear sputtering when nuclear
interaction between the impacting ion and the surface atoms cause the particle release, or
electronic sputtering when the electronic interaction results in particle release, as discussed
below for icy surfaces. Sputtering is a well-studied phenomenon in material science (e.g.
Behrisch and Eckstein 2007).

The energy distribution for particles sputtered from a solid, f (Ee), with the energy Ee of
the sputtered particle, has originally been given by Sigmund (1969) and adapted for plane-
tary science (Wurz and Lammer 2003; Wurz et al. 2007)

f (Ee) = 6Eb

3 − 8
√

Eb/Ec

Ee

(Ee + Eb)3

{
1 −

√
Ee + Eb

Ec

}
(1)

where Eb is the surface binding energy of the sputtered particle, typically in the eV range,
and Ec is the cut-off energy. The cut-off energy Ec , which is the maximum energy that can
be imparted to a sputtered particle by a projectile particle with energy Ei , is given by the
limit imposed by a binary collision between a projectile atom or ion, with mass m1 and the
target atom, with mass m2 (to be sputtered) as

Ec = Ei

4m1m2

(m1 + m2)2
(2)

An example of energy distributions based on Eq. (1) is shown in Fig. 2.



A Review of General Physical and Chemical Processes Related to Plasma Sources and Losses. . .

Fig. 1 A schematic illustration of the surface sources and sinks for the exosphere (from Killen and Ip 1999)

Fig. 2 Energy distribution for
sputtered O, Si, Ca, and Fe atoms
according to Eq. (1) using
incident protons of 1 keV energy
(from Wurz et al. 2007)

The energy imparted to the sputtered atoms and molecules is significant with respect to
typical escape energies from planetary objects and a considerable fraction of the sputtered
particles do not return to the planetary surface (Wurz et al. 2007, 2010).



K. Seki et al.

The polar angle distribution of sputtered atoms is generally described by a cosk(ϕe) law
(Hofer 1991), where the exponent k, is usually between 1 and 2, and depends on the structure
of the surface and ϕe is the ejection angle relative to the normal. For the rough surfaces
typically encountered in planetary application k = 1 is usually chosen (Cassidy and Johnson
2005; Wurz et al. 2007).

The sputter yield is the average number of atoms or molecules removed from the solid
surface per incident particle. Ion sputtering releases all species from the surface into space
reproducing more or less the local surface composition on an atomic level. Preferential sput-
tering of the different elements of a compound will lead to a surface enrichment of those
elements with low sputtering yields in the top-most atomic layers. However, the steady-
state composition of the flux of sputtered atoms will reflect the average bulk composition.
Thus, particle sputtering, when operative, will give us compositional information about the
refractory elements of the bulk surface.

Sputter yields for the different species can be obtained using the TRIM.SP simulation
software (Biersack and Eckstein 1984; Ziegler et al. 1984; Ziegler 2004); see also the re-
cent review on computer simulation of sputtering by Eckstein and Urbassek (2007). TRIM,
like many other simulation programmes for sputtering, assumes that the collisions between
atoms can be approximated by elastic binary collisions described by an interaction poten-
tial. The energy loss to electrons is handled separately as an inelastic energy loss. For typical
rock (regolith) surface compositions, the total sputter yield, i.e., all species sputtered from
the surface taken together, is about 0.12 atoms per incoming solar wind ion at 400 km s−1,
considering protons and alpha particles only (Wurz et al. 2007). This sputter yield is the
integral over all emission angles and all energies of sputtered particles. The 5 % alpha par-
ticles in the solar wind contribute about 30 % to the sputter yield. Heavier ions in the solar
wind do not contribute to the sputtering because of their low abundance in the solar wind
(Wurz et al. 2007). CMEs can cause increased sputtering of surface material, because their
ion density can be much larger than that of the regular solar wind. In addition, alpha particles
are often more abundant in the CME plasma, which increases the sputter yield even more.

1.1.2 Chemical Sputtering

When a surface is bombarded with chemically reactive species, chemical alterations in the
surface material have to be considered. Chemical reactions between the rock (or regolith
grain) and the surface and impacting ions may form species, which are more loosely bound
to the surface and thus more easily sputtered. This causes an increase of the sputtering
yield or allows for some other release from the surface. This process is usually referred to
as chemical sputtering in the literature. In the context of planetary science Potter (1995)
considered chemical sputtering for the first time to explain the Na exosphere on Mercury.
When a solar wind proton hits the mineral surface processes like the following

2H + Na2SiO3 → 2Na + SiO2 + H2O (3)

may occur that liberate the Na from the mineral compound. If this happens on the surface,
or the liberated Na migrates to the surface, the liberated Na can be released from the surface
also by thermal desorption or photon stimulated desorption. This process was successfully
implemented in a 3D model to explain the three dimensional structure of the Na exosphere
of Mercury with very good agreement with observations for the spatial distribution and the
density (Mura et al. 2009).
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1.1.3 Photon Stimulated Desorption

Photon-stimulated desorption (PSD), sometimes also referred to as photon sputtering, is
the removal of an atom or molecule by an ultraviolet photon absorbed at the surface, via
an electronic excitation process at the surface. PSD is highly species selective, and works
efficiently for the release of Na and K from mineral surfaces. Also water molecules are
removed from water ice very efficiently via PSD. PSD is considered the major contributor
for the Na and K exospheres of Mercury and the Moon (Killen et al. 2007; Wurz et al. 2010).
Since PSD releases only Na and K from the mineral matrix it is not very important for the
overall erosion of the surface since it will cease once the surface is void of Na and K. The
situation is different for PSD of water for an icy object, where the PSD process can remove
the major surface species.

The flux of material removed by PSD, ΦPSD
i , of a species i from the surface can be calcu-

lated by the convolution of the solar UV photon flux spectrum, Φph(λ), with the wavelength-
dependent PSD-cross section, Qi(λ),

ΦPSD
i = fiNs

∫
Φph(λ)Qi(λ)dλ (4)

where Ns is the surface atom density, and fi is the species fraction on the grain surface.
Equation (4) can be approximated as

ΦPSD
i = 1

4
fiNsΦphQi (5)

where the factor 1/4 gives the surface-averaged value. The experimentally determined PSD-
cross section for Na is QNa = (1–3) · 10−20 cm2 in the wavelength range of 400–250 nm
(Yakshinskiy and Madey 1999) and for K the PSD-cross section is QK = (0.19–1.4) ·
10−20 cm2 in the same wavelength range (Yakshinskiy and Madey 2001). Equation (4) can
also be written in terms of the PSD yield, Y PSD

i , per incoming photon

ΦPSD
i = 1

4
fiΦphY

PSD
i (6)

which has been determined for water by Westley et al. (1995) in the laboratory. The PSD-
yield of water is found to be temperature dependent

Y PSD
H2O = Y0 + Y1 exp

(
−EPSD

kBT

)
(7)

with Y0 = 0.0035 ± 0.002, Y1 = 0.13 ± 0.10, EPSD = (29 ± 6) · 10−3 eV, and kB is the
Boltzmann constant (Westley et al. 1995). The temperature dependence is very similar to
the one for sputtering of ice (see below), which was found later.

1.1.4 Micro-Meteoroid Impact Vaporisation

The impact of micro-meteorites on a planetary surface will volatilise a certain volume of
the solid surface, which contributes to the exospheric gas at the impact site. At Mercury, for
example, about one to two orders of magnitude more material than the impactor is released
because of the high impact speed for meteorites (Cintala 1992).
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The ratio of the maximum ejecta velocity to the primary impact velocity decreases with
increasing impact speed. The measured temperature in the micro-meteorite produced vapour
cloud is in the range of 2500–5000 K. Eichhorn (1978a, 1978b) studied the velocities of im-
pact ejecta during hypervelocity primary impacts and found that the velocity of the ejecta
increases with increasing impact velocity and with decreasing ejection angle, with the ejec-
tion angle measured with respect to the plane of the target surface. Such ejecta temperatures
are significantly higher than typical dayside surface temperatures, but the corresponding
characteristic energies are still lower than for particles that result from surface sputtering. In
general, the simulated gaseous material from micro-meteorite vaporisation assumes a ther-
mal distribution (e.g. Wurz and Lammer 2003), i.e., a Maxwellian-like energy distribution
with an average gas temperature of about 4000 K. For a rocky planetary object in the so-
lar wind the contributions to the exosphere from ion sputtering and from micro-meteorite
impact are about the same (Wurz et al. 2007, 2010).

Most of the meteorites falling onto a planetary object are very small, see for example
Bruno et al. (2007) for the Moon and Müller et al. (2002) for Mercury. Micro-meteorite
bombardment can be regarded as a continuous flux of small bodies onto the surface, and
thus as a steady contribution to the exosphere. However, occasionally larger meteorites may
fall onto a surface causing a much larger release of particles into the exosphere. Such a
scenario was studied for Mercury by Mangano et al. (2007). They found that for a meteorite
of 0.1 m radius an increase in the exospheric density by a factor 10–100, depending on
species, for about an hour over the density from sputtering should be observed.

1.1.5 Adsorption by Surface

Most of the material released from the surface falls back onto it. Depending on the species,
the surface, and the surface temperature the particle may stick or may bounce back into
the exosphere. Metal atoms, chemical radicals and similar species will stick to the surface
because they become chemically bound, i.e., their sticking coefficient is S = 1. For example
a sputtered oxygen atom will stick, i.e., will form a chemical bond with the atom it lands
on. Similarly, metal atoms will bind chemically to the surface site they land on. Exception
are the alkali metals, where Na and K are observed often in exospheres, and which are
transiently adsorbed on mineral surfaces. The probability adsorption (sticking) on silicate
surface was measured Yakshinskiy and Madey (2005) as function of the surface temperature.
For sodium they found SNa(100 K) = 1.0, SNa(250 K) = 0.5 and SNa(500 K) = 0.2, and
for potassium they found SK(100 K) = 1.0 and SK(500 K) = 0.9. Non-reactive chemical
compounds will only stick to the surface when they freeze onto it, which is important mostly
for icy moons and planetary objects further out in the solar system. For example O2 will not
freeze onto the surfaces of the icy moons of Jupiter, thus remain in the atmosphere after they
have been released from the surface. The same is true for noble gases.

1.1.6 Ion-Sputtering and Radiolysis in the Icy Surface

In the outer solar system it is quite common to encounter icy moons embedded in the plane-
tary magnetosphere, hence, subjected to ion bombardment. The ion impacts onto a water-icy
surface can cause sputtering, ionization and excitation of water-ice molecules. Following
electronic excitations and ionization water-ice molecules can get dissociated; chemical re-
actions among the water-dissociation products result in the formation of new molecules
(e.g. O2, H2, OH and minor species) that are finally ejected from the surface to the moon’s
exosphere in a two-phase process (e.g., Johnson 1990).
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1.1.7 Sputter Yields from Water Ice

These processes have been extensively studied and simulated in laboratory (e.g., Shi et al.
1995; Johnson 1990, 2001; Baragiola et al. 2003). The energy deposited to a solid by the im-
pacting ion, called stopping power, has two components: electronic excitation of molecules
predominant at higher energies and momentum transfer collisions (elastic sputtering) pre-
dominant at lower energies (Sigmund 1969; Johnson et al. 2009). Famà et al. (2008) obtained
through laboratory data fitting the total sputter yields (i.e., number of neutrals released after
the surface impact of one ion) for different incident ions at different energies. They dis-
criminated the contributions due to the two components that produce the release of H2O
(direct ion sputtering) and of O2 and H2 (electronic sputtering and radiolysis). The total
sputter yield Y depends on the type, j , and energy, Ej , of the impacting ion and the surface
temperature, T , and it can be written in the following form:

Y
j

total(Ej , T ) = Y
j

H2O(Ej ) + Y
j

diss(Ej , T ) (8)

where Y
j

H2O(Ej ) is the sputtering yield of the H2O molecules, given by:

Y
j

H2O(E) = 1/Uo ·
(

3

4π2C0
aSj

n(E) + η
(
Sj

e (E)
)2

)
cos−f (ϑ) (9)

where Uo = 0.45 eV is the surface sublimation energy, C0 is the constant of the differential
cross section dσ for elastic scattering in the binary collision approximation (Sigmund 1969),
a is an energy-independent function of the ratio between the mass of the target molecules
and of the projectile (Andersen and Bay 1981), S

j
n is the nuclear stopping cross section, S

j
e

is the electronic stopping cross section, η is a factor that gives the proportionality between
electronic sputtering and (S

j
e (E))2/Uo, θ is the incidence angle, and f is an exponent of the

angular dependence of the yield (Famà et al. 2008).
Y

j

diss(Ej , T ) in Eq. (8) is the yield associated to the loss of O2 and H2, produced on ice
after its irradiation by energetic ions, given by:

Y
j

diss(E,T ) = 1/Uo ·
(

3

4π2C0
aSj

n(E) + η
(
Sj

e (E)
)2

)
Y1

Y0
e

− Ea
kBT (lat,ϕ) cos−f (ϑ) (10)

where Y1 and Y0 are fitting parameters obtained by laboratory data elaboration (see Famà
et al. 2008). Only this second term is temperature dependent. Laboratory measurements have
shown that H2O molecules dominate the total release yield at lower temperatures (<120 K)
and O2 and H2 at higher (>120 K) temperatures (Johnson 2001).

Since H2 is eventually lost from ice stoichiometrically, and since the measurements used
by Famà et al. (2008) referred to water-equivalent molecules, the total yield for the O2

ejection can be expressed as follows:

Y
j

O2
= [

mH2O/(mO2 + 2mH2)
] · Y j

diss(Ej , T ) = 0.5 · Y j

diss(Ej , T ) (11)

where mH2O,mO2 and mH2 are the molecular masses of a water, oxygen and hydrogen, re-
spectively (Plainaki et al. 2015). The total number, Ni , of the released molecules of type i

depends on the product of the energy spectrum of the ion fluxes impacting the surface with
the energy dependent yield:

Ni =
∫

E

∑
j

dF j/dEj · Y j

i dEj (12)
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Fig. 3 Yields for the released
molecules as a function of energy
and impact ion species. Empirical
derived functions by Famà et al.
(2008) (blue) / by Johnson et al.
(2009) (red) reproduce low/high
energies (Cassidy et al. 2013)

Some example of laboratory measured sputtering yields of water ice (see website
http://people.virginia.edu/~rej/h2o.html) as a function of energy and impact ion species are
shown in Fig. 3 together with the theoretical functions by Famà et al. (2008) function (blue)
and the Johnson et al. (2009) function (red).

The sputter yields obtained by laboratory simulations could be different (lower or higher)
in the planetary environments since the aggregation status and the purity of the surface
material could be different from the sample prepared in the laboratory. Also important is the
radiative history of the ice, in fact, the irradiation enhances the sputter yield (Teolis et al.
2005).

1.1.8 Binding Energies, Sticking and Bouncing

The kinetic energy of a water molecule ejected from the surface is affected mainly by the
surface binding energy and secondarily by the energy or mass of the impacting ion (Johnson
1990, 1998). Although the sublimation energy of H2O is 0.45 eV/molecule, the sputtered
particle energy distributions for molecular ices tend to have maxima at lower energies than
a collision cascade prediction with surface binding energy equal to the normal sublimation
energy (Brown and Johnson 1986; Boring et al. 1984; Brown et al. 1984; Haring et al. 1984).
Several explanations for this phenomenon have been proposed; the surface may be strongly
disrupted with many atoms or molecules leaving at once without experiencing the same
binding energy as a single atom leaving a planar surface (Roosendaal et al. 1982; Reimann
et al. 1984). In addition, the surface region may be electronically and collisionally excited
and the interatomic or intermolecular forces are lower as a result of that excitation (Reimann
et al. 1984). The assumption of an ‘effective’ binding energy for the H2O molecules equal to
Eb = 0.054 eV, which was experimentally obtained in the past (Boring et al. 1984; Haring
et al. 1984) seems appropriate.

The H2O and the O2 molecules released from the surface are set up to ballistic trajectories
until they either return to the surface of the body or they escape. Upon return to the surface,

http://people.virginia.edu/~rej/h2o.html
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the H2O molecules stick, while the O2 molecules get thermalized and bounce back to con-
tinue their ballistic travel until electron-impact (see next section) ionizes them (Plainaki et
al. 2012, 2013). The average kinetic energy that the O2 molecules have after impacting the
surface is about kBT , where kB is the Boltzmann constant and T is the surface temperature.

1.1.9 Energy Distributions

The emitted O2 molecules have a complex energy distribution consisting of two components.
The distribution of the O2 molecules that escape the gravity of an icy moon (e.g., Ganymede)
is assumed to be described by an empirical function (Johnson et al. 1983; Brown et al. 1984)
used also in earlier modelling (Plainaki et al. 2012, 2013; Cassidy et al. 2007; Shematovich
et al. 2005):

dF

dEe

= anEO2/(Ee + EO2)
2 (13)

where EO2 = 0.015 eV (Shematovich et al. 2005), an is the normalization factor and Ee is
the energy of the ejected O2 molecules.

The O2 molecules that have had at least one contact with the surface form a Maxwellian
velocity distribution function with a temperature equal to the surface temperature. On the
basis of the above, the overall energy distribution of the exospheric O2 can be considered to
be mainly thermal exhibiting however the high energy tail in Eq. (13) (De Vries et al. 1984).

The energy distribution of the sputtered water molecules is similar to the regolith ion
sputtering distribution, given by Sigmund (1969) as discussed in Eq. (1). The major differ-
ence to sputtering of rock is that the ‘effective’ binding energy, Eb , is equal to 0.054 eV
(Johnson et al. 2002). The binding energy Eb influences significantly the energy spectrum
at low energies, while the high energy tail of the distribution is affected mainly by Ec(Ei)

(see Eq. (2)).
Finally, since the energetic and heavy ions of giant planets’ magnetospheres can produce

a release of up to 1000 water molecules per impacting ion after the interaction with the icy
moon surfaces (see Fig. 3), the ion sputtering process of water is often a major contributor
to the exosphere population for the outer solar system moons, where surface temperatures
are generally around 80–150 K and the solar illumination is low. The spatial distributions
of the exospheres are expected to depend mainly on the illumination of the moon’s surface,
which determines the moon’s surface temperature responsible for the efficiency of radiolysis
(Famà et al. 2008). At these low temperatures, in fact, the averaged expected contribution
of sublimated water-ice to the moon’s exospheric density is important only locally, i.e., at
small altitudes above the subsolar point (Smyth and Marconi 2006; Marconi 2007; Plainaki
et al. 2010). The high rate of release of particles at relatively high energy, produce a net
escape from the moon and high surface erosion rates; for example, the erosion rate of the icy
moons embedded in the Jupiter magnetospheric plasma radiation is estimated in the range
of 0.01–0.1 µm per year (Cooper et al. 2001; Paranicas et al. 2002). Usually, H2 formed
in ice diffuses and escapes much more efficiently than O2 at the relevant temperatures in
the outer solar system, and, in turn, escapes from the icy moons because of their relatively
weak gravitational fields (Cassidy et al. 2010). Therefore, the irradiation of icy surfaces can
preferentially populate the magnetosphere with hydrogen (Lagg et al. 2003; Mauk et al.
2003), leaving behind an oxygen-rich satellite surface (e.g., Johnson et al. 2009).
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1.2 Ionosphere

1.2.1 Ionization Processes

Solar extreme ultraviolet (EUV) radiation and particle, mostly electron, precipitation are the
two major sources of energy input and ionization in solar system ionospheres (for details
see Schunk and Nagy 2009). Relatively long wavelength photons (>90 nm) generally cause
dissociation, while shorter wavelengths cause ionization; the exact distribution of these dif-
ferent outcomes depends on the relevant cross sections and the atmospheric species.

Radiative transfer calculations of the solar EUV energy deposition into the thermospheres
are relatively simple, because absorption is the only dominant process. Taking into account
the fact that the incoming photon flux and absorption cross sections depend on the wave-
length and the different absorbing neutral species have different altitude variations, the de-
crease in the intensity of the incoming flux after it travels an incremental distance dsλ is:

dI(z, λ,χ) = −
∑

s

ns(z)σ
a
s (λ)I(z, λ)dsλ (14)

where I(z, λ,χ) is the intensity of the solar photon flux at wavelength λ and altitude z, ns(z)

is the number density of the absorbing neutral gas, s, σa
s (λ) is the wavelength dependent

absorption cross section of species s and dsλ is the incremental path length in the direction
of the flux. Integration of Eq. (14) leads to the following expression for the solar flux as a
function of altitude and wavelength:

I(z, λ,χ) = I∞(λ) exp

[
−

∫ z

∞

∑
s

ns(z)σ
a
s (λ)dsλ

]
(15)

where, I∞(λ) is the flux at the top of the atmosphere and the integration is to be carried out
along the optical path. The argument of the exponential in Eq. (15) is defined as the optical
depth sometimes also called optical thickness, τ , thus:

τ(z, λ,χ) =
∫ z

∞

∑
s

ns(z)σ
a
s (λ)dsλ (16)

and thus Eq. (15) can be written as:

I(z, λ,χ) = I∞(λ) exp
[−τ(z, λ,χ)

]
(17)

Once the ionizing solar photon flux is known, the photoionization rate for a given ion species
Ps(z,χ) can be written as:

Ps(z,χ) = ns(z)

∫ λz

0
I∞(λ) exp

[−τ(z, λ,χ)
]
σ i

s (λ)dλ (18)

where λsi is the ionization wavelength threshold and σ i
s (λ) is the wavelength dependent

ionization cross section for species s. Figure 4 shows an example of the production rates
calculated for Saturn.



A Review of General Physical and Chemical Processes Related to Plasma Sources and Losses. . .

Fig. 4 Calculated production rates for Saturn for a solar zenith angle of 27°. Panel a shows the direct pho-
to-production rates and b shows the secondary production rates by the resulting photoelectrons. Note that the
electron impact ionization rates are very significant at the lower altitudes (from Kim et al. 2014)

1.2.2 Electron Transport

The transport calculations for electrons in an atmosphere are more difficult than those for
EUV radiation because scattering and local sources play an important role. In a collisionless
plasma the motion of charged particles in a magnetic field can be considered to consist of a
combination of a gyrating motion around the field line and the motion of the instantaneous
center of this gyration called the guiding center. When the radius of gyration is small com-
pared to the characteristic dimensions of the field line (the case in many ionospheres), one
can just concentrate on the motion of the guiding center. Furthermore in most ionospheric
applications steady state condition can be assumed; if one further neglects the presence of
external electric fields and the divergence of the magnetic field, the equation for the electron
flux Φ simplifies down to:

α
∂Φ

∂x
=

√
m

2ε

δΦ

δt
(19)

where α is the pitch angle with respect to the magnetic field, r the distance along the field
line, me is the mass of the electron, ε is the energy of the electron and δΦ

δt
denotes collision

induced changes in the flux. This equation is usually solved by dividing the flux into a
number of equal angular components or streams. The so called two stream approach is
the most commonly used approach and it has been shown, using Monte Carlo calculations
(Solomon 1993), that given all the uncertainties associated with differential scattering cross
sections, it is generally sufficient to consider only two streams.

Once the electron flux is established, as a function of altitude, the electron impact ion-
ization rate Ps of ion species, s, is given by the following relation:

Ps(z) = ns(Z)

∫ ∞

εsl

Φ(z, ε)σ i
s (ε)dε (20)

where εsl is the ionization energy threshold for species s.
The transport of superthermal ions and neutral gas particles is even more complicated

than that of electrons because additional processes, such as charge exchange and ionization
are involved. Recent approaches to obtain 3D values of these ion and/or neutral fluxes have
used the so-called direct simulation Monte Carlo (DSMC) method (Bird 1994). This ap-
proach is well suited to address this problem and as increasing computing resources become
available good, comprehensive and accurate solutions are becoming available. Here again
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once the ion/neutral fluxes are obtained, the impact ionization rate can be directly calculated
using an equation analogous to Eq. (20) above.

1.2.3 Loss Processes and Ion Chemistry

The area of science concerned with the study of chemical reactions is known as chemical
kinetics. A chemical reaction in which the phase of the reactants does not change is called
a homogeneous reaction and in the solar system upper atmospheres and ionospheres these
reactions dominate. Dissociative recombination of O+

2 with an electron is a typical, so called
stoichiometric, reaction:

O+
2 + e → O + O (21)

Reactions that can proceed in both directions are called reversible. Charge exchange between
an ion and parent atom and accidentally resonant charge exchange between H and O are such
reactions:

H+ + H � H + H+ (22)

O+ + H � H+ + O (23)

The reactions indicated by Eqs. (21), (22), and (23) are called elementary reactions, be-
cause the products are formed directly from the reactants. O+, for example can recombine
with an electron directly, via radiative recombination, but this process is very slow. In most
cases atomic ions recombine via a multi-step process. Two examples of such recombination,
via multiple-step processes, are:

O+ + N2 → NO+ + O

NO+ + e → N + O
(24)

and

H+ + H2O → H2O+ + H2O

H2O+ + H2O → H3O+ + OH

H3O+ + e → H2O + OH

(25)

The two-step process indicated in Eq. (24) is important in the terrestrial E-region, and the
multi-step one indicated by Eq. (25) is very important in the ionospheres of Jupiter and
Saturn.

Given the typical thermospheric and ionospheric temperatures the only chemical reac-
tions likely to occur are the so-called exothermic ones. These are reactions that result in
zero or positive energy release. Thus, for example, the reaction of H+ in the ionospheres
of Saturn or Jupiter does not take place with ground state H2, because the ionization poten-
tial of H2 is larger than that of H. However, if H2 is in a vibrational state of 4 or higher,
the reaction becomes exothermic and can proceed. This is potentially very important in the
ionospheres of Jupiter and Saturn (McElroy 1973; Majeed and McConnell 1996). Similarly,
in the terrestrial thermosphere the reaction between ground state N and O2 is very slow,
because of the high activation energy that is needed, but the reaction with the excited atomic
nitrogen, in the 2D state is rapid and important. For concrete values for chemical reaction ref-
erence data can be found in literature (e.g., Schunk and Nagy 1980, 2009; Nagy et al. 1980;
Anicich 1993; Fox and Sung 2001; Terada et al. 2009).
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1.2.4 Ionospheric Outflows

When a planet has a global intrinsic field, the ions originating in the ionosphere can escape
to space from high-latitude regions such as the cusp/cleft, auroral zone, and polar cap. It
is observationally known that ions of ionospheric origin can be one of the most important
sources of the plasma in the terrestrial magnetosphere especially in the near-Earth regions
(see Chappell 2015 for more details). The outflowing ions along the magnetic field can be
categorized into several types of ion outflows, i.e., the polar wind, bulk ion upflow, ion
conics, and beams. Detailed reviews of observational aspects and theories of ionospheric
outflows can be found in the literature (e.g., Yau and Andre 1997; Andre and Yau 1997;
Moore and Horwitz 2007; Chappell 2015). Here we briefly summarize important types of
ionospheric ion outflows from a magnetized planet or satellite with atmosphere. A good
schematic illustration of these outflows can be found in Fig. 1 of Moore and Horwitz (2007).

Polar Wind The polar wind refers to low-energy ion outflows along the open magnetic
field lines in the polar ionosphere, mainly caused by an ambipolar electric field formed
by the separation of ions and electrons. To achieve charge neutrality with the lighter and
faster upflowing electrons, ambient ions are accelerated by the ambipolar electric field. The
polar wind has larger flux in the dayside region, where the outflowing photoelectrons can
contribute to the ambipolar electric field. However, the controlling factor of the polar wind
outflow rate is still under debate (e.g., Kitamura et al. 2012). A variety of modeling efforts
have been made for the polar wind (e.g., Banks and Holzer 1969; Ganguli 1996; Schunk and
Sojka 1997; Tam et al. 2007). Observations showed a large flux of O+ polar wind, which was
not expected by classical theories (e.g., Abe et al. 1996; Yau et al. 2007). Possible additional
acceleration mechanisms include the mirror force, pressure gradient, and centrifugal accel-
eration by plasma convection in the curved magnetic field. The acceleration mechanisms of
the polar wind ions can be ubiquitous in the ionospheres of magnetized planets or satellites.

Bulk Ion Upflow The bulk ion upflows refer to the upward ion flow in the low-altitude
ionosphere around the F region, which is observed in the auroral zone and cusp (e.g., Ogawa
et al. 2008). The bulk ion upflows do not significantly contribute to the outflow flux from the
ionosphere, since their energy is usually less than 1 eV and well below the escape energy
of heavy ions such as O+, O+

2 , and NO+. On the other hand, they are considered important
to transport these heavy ions to the high-altitude ionosphere to enable them to undergo
additional acceleration in the auroral region and cusp. The mechanisms that cause the bulk
ion upflow include the electron heating driven by soft electron precipitation, Joule heating
of ions, and frictional ion heating.

Ion Conics Ion conics are named after the typical shape of the velocity distribution func-
tion of ion outflows caused by transverse acceleration in terms of the local magnetic field.
The transverse ion heating with typical energies from thermal to a few keV are often
seen in the cusp region and the auroral zone. The resultant heated ions are called TAIs
(transversely accelerated ions). They are often accompanied by electron precipitation, elec-
tron density depletions, and a variety of different resonant waves, such as lower hybrid
(LH) waves or broadband extremely low frequency (BBELF) waves (Norqvist et al. 1996;
Frederick-Frost et al. 2007). Once the ions are heated transversely to the magnetic field,
the mirror force can accelerate them further upward by conserving kinetic energy. Thus the
resultant ion velocity distribution functions at high altitudes show conical shapes. Various
types of ion conics have been observed in the terrestrial ionosphere (e.g., Øieroset et al.
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1999). This same process can occur and create ion conics, when there is an energy input,
such as electron precipitation, into a planetary ionosphere under an open magnetic field line
geometry.

Ion Beam It has been observationally shown that there exist parallel electric fields in the
auroral region in both the upward and downward current regions. Their significance for au-
roral acceleration had been widely discussed (e.g., Mozer et al. 1977; McFadden et al. 1999).
The formation of parallel electric field has been also studied theoretically (e.g., Brown et al.
1995; Wu et al. 2002). The static electric potential drop typically up to several kV accelerates
electrons downward and cause discrete auroras. The same parallel electric field can acceler-
ate ions upward. The resultant ion outflows become mostly field-aligned energetic beams. It
is suggested that a distributed field-aligned potential drop produced self-consistently from
a balance between magnetospheric hot ion and electron populations, soft electron precipita-
tions, and transverse heating of ionospheric ions. When the magnetospheric population has
significant differential anisotropy between the ion distribution and the electron distribution,
significant parallel potential drops can develop (Wu et al. 2002).

1.3 Solar Wind

In addition to the sources detailed above, the solar wind can act as a plasma source for mag-
netospheres. The character of the solar wind changes significantly with increasing radial dis-
tance from the Sun, and this, combined with the contrasting obstacles presented by various
planetary magnetospheres, leads to a large variation in solar wind-magnetosphere dynamics
and in the degree to which the solar wind can act as a plasma source for a given magneto-
sphere. The electron density, flow speed, and magnetic field strength in the solar wind near
the orbit of the Earth are known to be about 7 cm−3, 450 km/s, and 7 nT, respectively. The
solar wind mostly consists of protons, but contains about 3–4 % of He2+ (Cravens 1997;
Gombosi 1998; Schunk and Nagy 2009).

It is well known that interplanetary magnetic field (IMF) lines become increasingly
tightly wound with distance from the Sun, as modelled by Parker (1958). The average angle
that the interplanetary field lines make with respect to the radial direction increases from
∼20° at Mercury’s orbital distance of ∼0.4 AU (Kabin et al. 2000) through ∼45° at Earth
(Thomas and Smith 1980), ∼80° at Jupiter (Forsyth et al. 1996) to ∼83° at Saturn’s or-
bital distance of ∼9.5 AU (Jackman et al. 2008). The IMF strength also changes with radial
distance, with the strength of the BR component decreasing approximately as r−2. For ex-
ample, the IMF at Mercury is much stronger than at Saturn (Burlaga 2001), and this has
implications for solar wind-magnetosphere coupling.

The form of interaction between the solar wind and magnetosphere changes with the
IMF orientation depending on whether the IMF has a parallel or anti-parallel component to
the planetary magnetic field at the subsolar magnetopause. The parallel (anti-parallel) case
corresponds to the northward (southward) IMF condition at Earth and vice versa at Jupiter
and Saturn where the planetary dipoles are oppositely directed to Earth. In addition to mag-
netic reconnection between the planetary field and IMF, other important physical processes
in terms of the solar wind entry into the magnetosphere include the magnetic reconnection,
anomalous diffusion across the magnetopause caused by the Kelvin-Helmholtz instability
(KHI), and kinetic Alfvén waves.
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Fig. 5 Reconnection geometry for Earth from Gosling et al. (1990). The left-hand side shows a southward
magnetosheath field and the right-hand side the northward magnetospheric field. The current layer is shown
as the shaded boundary in the center of these two regions. As the fields reconnect (where the two separatrices,
S1 and S2 cross) and thread the magnetopause, a region of “open” field allows the entry of magnetosheath
particles into the magnetosphere. Additionally, a portion of the population is reflected. Both populations are
energized by the process of interacting with the current sheet. On the right the magnetospheric counterpart
is transmitted through the boundary and a population is again reflected, again both are energized. As the
reconnection continues the fields convect away from the site (up and down in this figure), carrying the plasma
with them. Owing to the velocity filter effect a layer of electrons is seen further away from the magnetopause
on both sides (between E1 and I1 and I2 and E2). Once the ions “catch up,” a layer of both electrons and ions
is then seen (within I1 and I2). (Caption from McAndrews et al. 2008)

1.3.1 Magnetic Reconnection

The solar wind is thought to enter planetary magnetospheres primarily through magnetic
reconnection at the magnetopause (Dungey 1961). Reconnection at the magnetopause ac-
celerates and directs a mixture of magnetosheath and magnetospheric plasma along newly
opened magnetic flux tubes down into the cusp (see review by Paschmann et al. 2013). The
anti-sunward flow in the magnetosheath carries these open flux tubes downstream where
they are assimilated into the lobes of the magnetotail (Caan et al. 1973). Much of the plasma
injected down into the cusp mirrors and flows upward into the high latitude magnetotail to
form the plasma mantle (Rosenbauer et al. 1975; Pilipp and Morfill 1978). The plasma in
this region then E × B drifts down into the equatorial plasma sheet. In this manner mag-
netic reconnection between the IMF and planetary magnetic field transfers mass, energy and
momentum from the solar wind into the magnetosphere. This dayside reconnection at the
Earth (Gosling et al. 1990; McAndrews et al. 2008) is illustrated schematically in Fig. 5.

The rate of magnetopause reconnection is modulated strongly by the magnitude and
orientation of the IMF relative to the planetary field and plasma conditions in the mag-
netosheath adjacent to the magnetopause. More specifically, low-latitude reconnection at
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Earth’s magnetopause is strongly controlled by the magnetic shear angle across the magne-
topause with the highest rates being observed for the largest shear angles when the inter-
planetary magnetic field (IMF) has a strong southward component (Sonnerup 1974; Fuse-
lier and Lewis 2011). This is called the “half-wave rectifier effect” (Burton et al. 1975a).
The ultimate reason that reconnection at Earth requires large shear angles, ∼90 to 270°,
is the high average Alfvenic Mach number at 1 AU, i.e., ∼6–8 (Slavin et al. 1984). These
high Mach numbers result in a high-β magnetosheath and, generally, thin, weak plasma
depletion layers (PDLs) adjacent to the magnetopause (Zwan and Wolf 1976). The typi-
cally high-β magnetosheaths at the Earth and the outer planets cause the magnetic fields
on either side of the magnetopause to differ largely in magnitude. Under these circum-
stances, reconnection is only possible for large shear angles, typically larger than 90° (Son-
nerup 1974). In contrast, the presence of a strong PDL in the inner magnetosheath nat-
urally leads to magnetic fields of similar magnitude on either side of the magnetopause.
For low-β magnetosheaths and well developed PDLs observed at Mercury (Gershman
et al. 2013), the near equality of the magnetic field on either side of the magnetopause
will allow reconnection to occur for arbitrarily low shear angles (DiBraccio et al. 2013;
Slavin et al. 2014) such as observed, for example, across heliospheric current sheets (Gosling
et al. 2005) or terrestrial low latitude boundary layer under northward IMF (Phan et al.
2005), where the magnetic fields are also nearly equal on both sides.

At Earth an extensive literature exists describing the empirical relationships between
the upstream solar wind and IMF (e.g. Perreault and Akasofu 1978; Bargatze et al. 1985;
Burton et al. 1975b). These relationships are all based upon the general formula to calculate
the magnetopause reconnection voltage that is:

Φ = vswBperpL (26)

where vsw is the solar wind velocity, Bperp is the magnitude of the perpendicular component
of the IMF (such that VswBperp is the motional solar wind electric field), and L is the width of
the solar wind channel perpendicular to Bperp, in which the IMF can reconnect with closed
planetary field lines.

The length, L, depends in some way on the properties of the interplanetary medium, and
is most frequently taken as some function of the “clock angle” of the IMF. Studies have
shown that while dayside reconnection (at Earth) is certainly much weaker for northward
than for southward IMF, it does not switch off entirely until the clock angle falls below
∼30° (Sandholt et al. 1998; Grocott et al. 2003). Such empirical functions to quantify the
rate of dayside reconnection have in turn been applied at Saturn (Jackman et al. 2004) and
Jupiter (Nichols et al. 2006) and integrated over time to estimate the amount of flux opened
through reconnection at the dayside.

In recent years, the debate about what determines the reconnection rate at the dayside has
intensified, in part due to the wealth of spacecraft data at planets such as Mercury, Jupiter
and Saturn, which all represent vastly different parameter spaces and thus are likely to differ
from the terrestrial magnetosphere in terms of their level of solar wind-magnetosphere cou-
pling (Slavin et al. 2014). A comprehensive study by Borovsky et al. (2008) for Earth found
that the reconnection rate is controlled by four local plasma parameters: Bs (the magnetic
field strength in the magnetosheath), Bm (the magnetic field strength in the magnetosphere),
ρs (the plasma mass density in the magnetosheath), and ρm (the plasma mass density in the
magnetosphere).

Scurry and Russell (1991) argued that dayside reconnection at the outer planets should
have a negligible influence as it would be impeded by the high Mach number regimes there.



A Review of General Physical and Chemical Processes Related to Plasma Sources and Losses. . .

This argument was countered by the observations of McAndrews et al. (2008) for Saturn
and Grocott et al. (2009) for Earth. Subsequently Lai et al. (2012) interpreted a lack of
observation of FTEs at Saturn as lack of reconnection. Most recently, Masters et al. (2012)
proposed that the plasma beta conditions adjacent to Saturn’s magnetopause can restrict the
regions over which reconnection can operate. By way of contrast, reconnection at Mercury’s
dayside has been found to be much more intense than Earth, is independent of the magnetic
field shear angle, and varies inversely with magnetosheath plasma β (DiBraccio et al. 2013).
Furthermore, large flux transfer events, relative to Mercury’s small magnetosphere, occur at
Mercury’s magnetopause with typical frequencies of 1 every 8 to 10 s (Slavin et al. 2012b;
Imber et al. 2014).

MESSENGER observations at Mercury have found that the rate of magnetic reconnec-
tion at the dayside magnetopause is on average three times larger than at Earth (Slavin
et al. 2009; DiBraccio et al. 2013). A schematic illustration of Mercury’s magnetosphere
based on MESSENGER observations can be found in Fig. 1 of Slavin et al. (2009). Further,
the rate of reconnection at the magnetopause appears independent of IMF direction with
high reconnection rates being measured even for small shear angles (DiBraccio et al. 2013;
Slavin et al. 2014). These results at Mercury regarding the relationship between low up-
stream MA, plasma-β , magnetic shear angle, and reconnection rate parallel the recent de-
velopments regarding PDL formation under low MA (Farrugia et al. 1995) and reconnection
as a function of plasma-β (Phan et al. 2013) at Earth. At Earth the typically high-β magne-
tosheath limits fast reconnection to IMF orientations that have a southward component, i.e.
magnetic shear angles across the magnetopause larger than 90° (i.e. the half-wave rectifier
effect). However, during encounters with coronal mass ejections at Earth, the upstream MA

approaches values typical of what is seen at Mercury and similar effects are seen; i.e., low-
beta magnetosheaths and high reconnection rates even for small magnetic shears across the
magnetopause (Lavraud et al. 2013).

1.3.2 Kelvin-Helmholtz Instability (KHI)

Another important mechanism of plasma entry from the solar wind to the magnetosphere
is anomalous diffusion across the magnetopause at low latitudes, i.e., around the equatorial
plane. The solar wind plasma needs to be transported in the direction perpendicular to the
local magnetic field to realize the diffusion. It is observationally known that the flank plasma
sheet of Earth’s magnetosphere becomes colder and denser than usual during prolonged
periods of northward IMF (e.g., Terasawa et al. 1997; Borovsky et al. 1998). One mechanism
to cause the anomalous diffusion can be represented by the Kelvin-Helmholtz instability
(KHI), which is driven by a flow shear between the magnetosheath (shocked solar wind)
and the magnetosphere. KHI itself is basically an MHD instability, while the non-linear
evolution of KHI vortex can facilitate the cross field diffusion and the mixing of the solar
wind and magnetospheric plasmas inside the rolled-up vortex.

A number of mechanisms have been proposed that would cause the plasma mixing in-
side the vortex. One of the candidate mechanisms is magnetic reconnection inside the vortex
triggered by vortex roll-up in the presence of finite in-plane component of the magnetic field
(e.g., Nykyri and Otto 2001; Nakamura et al. 2008). Once the magnetosheath and magne-
tospheric field lines are reconnected, the detached plasma from the solar wind can be trans-
ported inside the magnetosphere. Another idea to realize the mixing is turbulent transport
of solar wind plasma across the field line for the inhomogeneous density case of KHI (e.g.,
Matsumoto and Hoshino 2006). When the density gradient between the magnetosheath and
magnetosphere sides is large, the secondary instability is excited at the density interface in-
side the vortex and the laminar flow is changed to turbulence. The secondary instability is
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Fig. 6 An example of PIC (particle in cell) simulations of KHI for inhomogeneous density case with the
density ratio of 0.1. The initial velocity shear layer was located at Y = 0, whose width was set to λ. Color
codes show the mixing rate of magnetosheath particles. The mixing rate is defined so that it is maximized
(= 1) when the magnetosheath-origin particles from Y > 0 at t = 0 occupy the simulation cell equally with
the magnetospheric population from Y ≤ 0. Snapshots of spatial distribution of the mixing rate at t = 256.6
for electrons and ions are shown in panels (a) and (b), respectively. Panel (c) presents the time evolution of
the mixing layer. (Adopted and modified from Matsumoto and Seki 2010)

a kind of Rayleigh-Taylor instability (RTI) where the centrifugal force by the rotation mo-
tion inside the vortex acts as a gravitational force in the regular RTI. Development of the
secondary instability creates a thin, winding, and elongated interface of the solar wind and
magnetospheric plasmas. PIC simulation results show that the turbulent electrostatic fields
excited by the secondary RTI facilitate an efficient mixing of collisionless plasmas across
the field lines. Figures 6a and 6b show an example of such an elongated mixing interface for
electrons and ions, respectively (adopted from Matsumoto and Seki 2010).

These proposed nonlinear theories of KHI provide plausible mechanisms for solar wind
transport across the magnetopause. On one hand, a remaining problem has been to explain
the cold dense plasma sheet formation with KHI. Another question has been how to form a
broad mixing layer of several Earth radii observed at Earth (Wing and Newell 2002), since
the proposed mixing is basically limited insider the vortex whose size is expected to be
much smaller if one consider a simple KHI vortex without nonlinear vortex paring. Based
on large-scale MHD and PIC simulations, Matsumoto and Seki (2010) showed that rapid
formation of a broad plasma turbulent layer can be achieved by forward and inverse energy
cascades of the KHI. Figure 6 shows an example of the full particle simulations. The forward
cascade is triggered by growth of the secondary Rayleigh-Taylor instability excited during
the nonlinear evolution of the KHI, while the inverse cascade is accomplished by nonlinear
mode couplings between the fastest growing mode of the KHI and other KH unstable modes.
As a result of the energy transport by the inverse cascade, the growth rate of the largest vortex
allowed in the system reaches a value of 3.7 times greater than that of the linear growth rate
and it can create the boundary layer extended over several Earth radii (Fig. 6c).

The KHI is also considered important in Saturn’s magnetosphere (e.g., Masters et al.
2009, 2010; Delamere et al. 2013). Given that the corotating flows in the magnetosphere
have the opposite (same) directions compared to the shocked solar wind flow in the dawn
(dusk) side dayside magnetopause, the occurrence of KHI is expected to be highly asym-
metrical, i.e., the dawn side magnetopause has a favorable condition to KHI excitation. Ob-
servations of kilometric radiation suggested that the KHI at Saturn’s magnetopause tends to
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Fig. 7 Schematic of the viscous
cycle (from Axford and Hines
1961). This is a view down on to
the equatorial plane with the
solar wind blowing from top to
bottom of the diagram

occur in the morning sector (Galopeau et al. 1995). Based on the 3-D MHD simulations,
Fukazawa et al. (2007a) show that the KHI vortex is more pronounced for the northward
IMF case than the southward case. However, the effects of KHI on the plasma mixing and
transport in Saturn’s magnetosphere are still far from understood.

2 Transport and Energization of Plasma

There are a number of methods by which plasma can be transported and energized within
magnetospheres. We refer the reader to Jackman et al. (2014a) for a comprehensive review
of transport and loss processes in the magnetospheres of Mercury, Earth, Jupiter and Saturn.
In this section we describe major transport and energization processes which are important
to understand how to populate various parts of planetary magnetospheres.

2.1 Axford/Hines Cycle

A key transport mechanism, thought to be at work in slowly-rotating magnetospheres, is
the so-called viscous interaction driven model (Axford and Hines 1961; Axford 1964). This
involves momentum transfer from the solar wind to the magnetotail via quasi-viscous in-
teraction, particularly at the low-latitude magnetopause. It is illustrated schematically in
Fig. 7. This cycle can drive circulation within a closed magnetosphere, provided an appro-
priate tangential-drag mechanism exists. A major mechanism to enable this interaction is
the Kelvin-Helmholtz instability described in Sect. 1.3, driven by flow shear at the magne-
topause, which may also be coupled with magnetic reconnection (e.g. Hasegawa et al. 2004;
Nykyri et al. 2006).
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Fig. 8 Schematic diagram
showing the stages of the Dungey
cycle for the case of Earth’s
magnetosphere (courtesy Steve
Milan)

Fig. 9 Northern high-latitude
ionospheric flow associated with
a combination of Dungey and
viscous cycle (after Cowley
1982). The hatched region
indicates convection driven by
the boundary layers in which
magnetic flux tubes remain
closed during the cycle, while the
remainder of the flow is
associated with the reconnection
process

2.2 Dungey Cycle

A second transport mechanism driven by solar wind interaction is the Dungey cycle. In this
cycle, dayside reconnection opens magnetic flux, and the solar wind interaction carries these
open magnetic field lines from dayside to nightside, where they are stretched out to form the
tail lobes (defined here as the open field line region, while noting that centrifugal confine-
ment of plasma to the equator in rapidly rotating systems can alter this picture somewhat
(e.g. Hill and Michel 1976; Ray et al. 2009)). As they are stretched out down-tail, open field
lines sink in towards the center plane of the tail, where they reconnect again, closing the
flux that was opened on the dayside. The “Dungey cycle timescale” refers to the length of
time from the opening of the field lines at the dayside to the closing of the field lines on
the nightside. Figure 8 shows the stages involved in the Dungey cycle for the case of Earth,
where the timescale is ∼1 hour (Cowley 1982). The Dungey cycle is also known to operate
strongly in the slowly rotating magnetosphere of Mercury, with a timescale of just ∼1–2
minutes (Siscoe and Christopher 1975; Slavin et al. 2012a). The relative importance of the
Dungey cycle at the rapidly rotating magnetospheres of Jupiter and Saturn is a topic of some
debate. Badman and Cowley (2007) estimated that when active, the Dungey cycle timescale
at Jupiter is of order several weeks, whereas at Saturn the timescale is ∼1 week or more
(Jackman et al. 2004). Figure 9 illustrates the combination of the Dungey and viscous-cycle
flows in the Earth’s ionosphere.
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2.3 Rotational Driven Transport and Vasyliunas Cycle

The role of rotation in a planetary magnetosphere may be estimated by considering the
superposition of dawn-dusk electric field resulting from the solar wind flow and the radial
electric field imposed by the planetary ionosphere (Brice and Ioannidis 1970). The resulting
potential is

Φ = −ηvswBswr sinϕ − ΩB0R
3

r
(27)

where vsw and Bsw are the solar wind speed and magnetic field, η the efficiency with which
the solar wind field penetrates into the magnetosphere, and B0, R and Ω the planetary
equatorial magnetic field, radius and rotation rate. This implies that the plasma will E × B

drift along closed paths and in the sense of planetary rotation within a distance

r0 =
√

ΩB0R3

ηvswBsw
(28)

For the Earth, this approximation suggests a corotating region inside of 4 RE , reasonably
consistent with the observed size of the Earth’s plasmasphere. For Jupiter and Saturn, how-
ever, the same calculation suggests a size of over 150 and 50 planetary radii, respectively.
This would be larger than the actual size of these planetary magnetospheres. In practice, the
observed corotating region occupies most, but not all, of these planetary magnetospheres.
Nor are the flows at a rigid corotation speed. At Jupiter they begin to depart from corotation
somewhere near the orbit of Europa (10 RJ ) (McNutt et al. 1979; Krupp et al. 2001) and
at Saturn the flows are 10–20 % of full corotation as close to the planet as 4 RS (Wilson
et al. 2009). An example of application of Eq. (27) to Jupiter’s case can be found in Fig. 5
of Delamere and Bagenal (2010).

This corotational flow results in a dramatically different distribution of plasma along
magnetic field lines and allows internal plasma sources to drive magnetospheric dynamics.
The distribution of plasma along a magnetic field line is determined by the gravitational,
centrifugal and ambipolar electric potentials (Siscoe 1977; Bagenal and Sullivan 1981)

nα = nα,0 exp

[
−U(λ) + qαΦ(λ)

kTα

]

U(λ) = − GMmα

LR cos2 λ
+ mα

2
Ω2L2R2 cos6 λ

(29)

and the requirement of charge neutrality
∑

qαnα = 0. The above equations assume a dipole
magnetic field and isotropic Maxwellian velocity distributions, but can be appropriately
modified to treat any magnetic field geometry, as well as non-Maxwellian distributions (e.g.
anisotropic Maxwellians (Huang and Birmingham 1992), kappa distributions (Meyer-Vernet
et al. 1995), etc.).

When we consider the electric potential inside the synchronous orbit:

(
2GM

3Ω2

)1/3

=
(

2

3

)1/3

Rsync (30)

where Rsync is the radius of synchronous orbit, the potential has a maximum at the equator.
Outside this distance, there is a potential minimum at the equator and a local maximum at a
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latitude:

cos8 λ = 2

3

(
Rsync

LR

)3

(31)

As a result, ions produced in the equatorial magnetosphere and inside this “critical dis-
tance” will freely precipitate into the planetary atmosphere, while those produced farther
from the planet are equatorially trapped. In the case of the Earth, the critical distance would
be 5.75 RE . Since this is outside the corotating plasmasphere, no such equatorial trapping
occurs in the Earth’s magnetosphere. In contrast, trapping may occur outside 1.96 RJ at
Jupiter and 1.62 RS at Saturn. Thus, the plasma in virtually all of these magnetospheres
is equatorially trapped. This “critical distance” has also been identified as a limit for sta-
ble orbits of charged dust particles, in the limit m/q → 0 (Northrop and Hill 1983) and in
simulations of ions produced over Saturn’s ring plane (Luhmann et al. 2006).

In addition to allowing equatorial trapping, the mid-latitude potential minimum also re-
sults in a minimum in electron density. While the exact location of this minimum depends on
the ambipolar field, and therefore on the abundance and temperature of the various species,
calculations using typical, observed values place it close to the latitude given in Eq. (31). At
these latitudes, due to their lower mass, protons are expected to be the most abundant species
even though they are not at the equator. An increase in proton abundance with latitude has
been observed by the Cassini spacecraft at Saturn (Thomsen et al. 2010), but no clear min-
imum has been reported, probably due to the very low densities present at these latitudes.
At Jupiter, protons represent only a few percent of the equatorial ions and mass-resolved
observations are unavailable.

This mid-latitude density minimum and the predominance of protons have strong im-
plications for magnetosphere-ionosphere coupling. The dynamical processes of the low-
latitude magnetosphere are connected to the planetary ionosphere through field-aligned cur-
rents. These currents are limited by the availability of charge carriers and are therefore
sensitive to the electron density profile along a field line. By finding solutions to a one-
dimensional Vlasov equation, Ray et al. (2009) showed that the current-voltage relation
along a Jovian field line differs significantly from the traditional Knight relation (Knight
1973) (see Eqs. (39) and (40)). The saturation current may be one to two orders of magni-
tude lower and depends on the conditions at the electron density minimum rather than the
equator. Other aspects of magnetosphere-ionosphere coupling are mediated by MHD waves.
Wave velocities and propagation times are sensitive to the plasma properties along the field
lines. As a result, many aspects of magnetosphere-ionosphere coupling at Jupiter and Saturn
depend on the poorly measured mid-latitude plasma.

In the presence of equatorial trapping, any plasma sources in the magnetosphere must be
balanced by some loss process. In the case of Jupiter and Saturn, plasma is produced by the
ionization of neutrals from satellites (primarily Io and Enceladus), rings and the planetary
exospheres. Recombination is not an efficient loss process, and charge exchange does not
result in a net removal of ions. The main loss process balancing these plasma sources is
centrifugally-driven, radial transport. The corotating plasma experiences an outward, cen-
trifugal force. To first order, this is balanced by magnetic tension. Field lines are stretched
under the condition:

1

μ0
( �∇ × �B) × �B = ρΩ2r. (32)

This result in a current sheet which resembles that of the Earth’s magnetotail in some ways,
but which is present at all local times. The stretching of the field lines can be roughly ap-
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proximated by

Br

Bz

∼ H

r

Ω2r2

2V 2
A

(33)

where VA is the Alfvén speed, H the thickness of the current sheet and Br the radial field
immediately above or below the sheet.

This balance of centrifugal force and magnetic tension is unstable. The situation is anal-
ogous to the magnetized Rayleigh-Taylor instability, where a denser fluid is above a less
dense one. In this case, the centrifugal force replaces gravity, and radial transport is driven
by a denser plasma inside a less dense plasma (Krupp et al. 2004 and references therein).
Time scales for this instability are of order the rotation period of the planet, but may be par-
tially stabilized by considerations such as the Coriolis force and coupling to the ionosphere
(Pontius 1997).

In the inner and middle magnetosphere, interchange appears to be the key method by
which mass can be transported within magnetospheres. It is a process whereby cool, dense
plasma can move outward, to be replaced by hotter, more tenuous plasma moving inward,
resulting in a net outward transport of mass. This has been observed both at Jupiter (Thorne
et al. 1997; Kivelson et al. 1997; Krupp et al. 2004 and references therein) and Saturn (Hill
et al. 2005; Burch et al. 2005). The phenomena are less well-measured at Jupiter, since their
typical duration there is shorter and below the 80-s time resolution of the Galileo plasma
instrument in almost all cases. Typically, the inward-moving flux tubes are characterized by
an abrupt increase in magnetic pressure, the disappearance of thermal plasma, and the pres-
ence of a hot, energetic particle population. In the case of older (or more inward transported
flux tube) events, flux tubes may contain a mixture of low energy plasma diffusing in and
energetic particles curvature-gradient drifting out. Much older events are surrounded by a
time-dispersed signature in keV and higher energy particles. This is a result of the super-
position of the corotating flow and the particles’ curvature-gradient drift (in the direction
of corotation for ions and opposite it for electrons). The corresponding outward motion of
cold, dense plasma has not been reported.

For the rapidly rotating magnetospheres of the outer planets with their large moon- de-
rived plasma sources, the “planetary wind” or “Vasyliunas cycle” is of critical importance
(Hill et al. 1974; Michel and Sturrock 1974; Vasyliunas 1983). This Vasyliunas cycle is
driven not by the solar wind, but by the energy transferred to internally generated plasma by
the fast rotation of these planets. The plasma created deep inside the magnetosphere is ac-
celerated by magnetic stresses from the ionosphere, gains energy, and moves outward from
the planet. Centrifugal forces cause the field lines to stretch. These stretched field lines can
form a thin current sheet, across which the closed field lines reconnect. This reconnection
simultaneously shortens the field line and (like the Dungey cycle), releases plasma down the
tail in the form of a “plasmoid”. The stages of this cycle, as viewed in an inertial frame of
reference, are illustrated in Fig. 10, the picture originally put forward by Vasyliunas (1983).

2.4 Field-Aligned Potential Drop

Many efforts in theories, simulations and observations showed the role played by magnetic-
field-aligned electric fields at different locations in the Heliosphere. Significant insights of
field-aligned processes, such as particle acceleration, parallel electric fields and currents and
their relationships come from numerous observations in the terrestrial magnetosphere at dif-
ferent altitudes along magnetic field lines during the last 50 years. To give examples among
others, a few missions that contributed to this field after some of the pioneering spacecraft
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Fig. 10 Flow pattern (left) and field configuration (right) expected for a steady-state planetary wind, first
proposed for Jupiter by Vasyliunas (1983)

have flown (see the review by Mozer et al. 1980) are listed hereafter. The long-term US
program “Defense Meteorological Satellite Program” (DMSP) maintains satellites orbit-
ing at low altitude (830 km) since 1971. In the decades 1980–2000, the Swedish missions
VIKING, FREJA and the NASA mission “Fast Auroral Snapshot Explorer” (FAST) were
designed to achieve measurements with excellent time and space resolutions at mid-altitudes
(from about 400 to 4000 km altitude). The ESA multi-spacecraft pioneering mission CLUS-
TER has been exploring all latitudes and longitudes between typically 4 and 20 Earth radii
since 2000 over a time period of more than 15 years. The signatures identified in the terres-
trial case provide guidelines to interpret observations in other magnetospheres.

In planetary magnetospheres, where plasmas are collisionless in most regions, the mobil-
ity of electrons along magnetic field lines is very high as compared to perpendicular motions
mostly driven by large-scale electric fields, magnetic or pressure gradients. Therefore, this
high field-aligned mobility contributes to cancel out any potential drop that would appear
along magnetic field lines. However, from the mid-70s, observations revealed a secondary
peak in the energy spectrum of precipitating electrons in the terrestrial auroral region. Evans
(1974) interpreted it as the acceleration by a field-aligned potential difference. Numerous ob-
servations have then provided evidence of particle acceleration by parallel electric fields and
different processes have been invoked. We first recall that field-aligned particle acceleration
does not necessarily imply parallel electric fields, an example being the Fermi acceleration.
We then present some of the main classes of processes involving quasi-static and transient
parallel electric fields.

2.4.1 Fermi Acceleration

The Lagrangian formulation of mechanics describes the particle motion through “general-
ized coordinates” and associated “generalized momentum”. It allows in particular an easy
derivation of the conservation laws for cyclic motions. In magnetized environments, parti-
cles are rotating around the magnetic field. The first adiabatic invariant associated to this
cyclotron motion is μ:

μ = 1

2

mv2
⊥

B
(34)
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where m is the particle mass and v⊥ its velocity in the direction perpendicular to the mag-
netic field B . μ shows that the perpendicular velocity increases with the magnetic field. It
is conserved if the magnetic field does not vary in time or evolves slowly relative to the
gyration period. At time scales much larger than the cyclotron motion, the particle motion
is represented by the guiding center of this cyclotron motion. In an approximately dipolar
planetary magnetic field, the magnetic field magnitude increases along magnetic field lines
from the apex towards the planet. The conservation of the first adiabatic invariant μ shows
that the mirror points are located at the points where the magnetic field is equal to Bm, such
that:

1

Bm

= (sinα0)
2

B0
(35)

where α0 and B0 are the particle pitch-angle and magnetic field magnitude at a given point
along the magnetic field line, for example at the apex. The pitch-angle, α, is the angle be-
tween the particle velocity and the magnetic field. The location of the mirror points does
not depend on the particle energy but only on its pitch-angle. If the particles do not cross
another medium with different properties before reaching their mirror points, they remain
trapped in the magnetosphere describing this bouncing motion along magnetic field lines.

The Fermi acceleration along magnetic field lines is related to the second adiabatic in-
variant. The second adiabatic invariant, also called longitudinal invariant, associated with
this bounce motion is I :

I =
∫ MN

MS

p‖dl (36)

where p‖ is the particle momentum (mv‖) in the direction parallel to the magnetic field,
dl an elementary distance along the curved magnetic field line, MN and MS , the magnetic
mirror points in each hemisphere, and the integral is taken along the bounce motion. If the
magnetic field does not vary in time or evolves slowly relative to the particle bounce motion,
the second adiabatic invariant is conserved. An order of magnitude is given by

I ≈ mv‖LSN (37)

where 〈v‖〉 is the average velocity in the direction parallel to the magnetic field and LSN ,
the total length along the magnetic field line between the two mirror points. If for an ex-
ternal cause, the distance between the two mirror points decreases, the conservation of I

implies that v‖ increases: this is the so-called Fermi acceleration along magnetic field lines
and it does not involve any parallel electric fields. In planetary magnetosphere, this occurs
for example during compression events or substorms. More generally, the Fermi accelera-
tion is considered as an efficient process to explain particle acceleration at shocks or the
acceleration of cosmic rays.

2.4.2 Parallel Electric Fields, Currents and Particle Acceleration

While most magnetospheric particles remain bouncing back and forth along magnetic field
lines between their mirror points, only particles with mirror points located at ionospheric
altitudes or below will reach the ionosphere. Their pitch-angle at the field line apex (see
Eq. (33)) will be smaller than a maximum pitch-angle αc , half-angle of the so-called loss
cone:

(sinαc)
2 = B0

BI

(38)
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where BI and B0 are the magnetic field magnitude at the ionospheric end and at the apex of
the magnetic field line. The loss cone is small: for a dipolar magnetic field decreasing with
the cube of the distance, the loss-cone angle is of the order of a few degrees at a distance of
10 planetary radii. In planetary magnetospheres, particles within the loss cone are lost from
the magnetosphere due to collisions with the upper atmosphere. These precipitating parti-
cles also have the fundamental property to be the only magnetospheric particles capable of
carrying field-aligned currents between the magnetosphere and the ionosphere. Conversely,
the mirror force is favorable for ionospheric particles. All ionospheric particles that could
be extracted from the ionosphere reach the magnetosphere and contribute to carry currents.

Highly conductive magnetic field lines provide an electrodynamic coupling between
magnetosphere and ionosphere by connecting both plasmas, by transmitting perpendicular
electric fields and by circulating field-aligned currents. Both media, ionosphere and magne-
tosphere, permanently undergo independent large-scale or local processes that modify their
electric field and current distribution at a given time. These modifications are transmitted in
the conjugate medium through field-aligned currents where they cause a modification of the
electrodynamic parameter distribution, which is transmitted to the conjugate medium trough
field-aligned currents in a self-consistent feed-back process. If the required current density
is larger than the density available from magnetospheric current carriers, then the coupling is
imperfectly achieved and both media are partially disconnected. In this case, the generation
of parallel electric fields represents a way to achieve the required current circulation given
that the particle acceleration contributes to the increase in the field-aligned current density to
the required value. Such parallel electric fields can be associated with quasi-static structures
or with transient processes such as waves.

2.4.3 Quasi-Static Parallel Electric Fields

All developed magnetospheres show evidence of accelerated particles, as for example ac-
celerated electrons precipitating into ionosphere and responsible for auroral light emissions.
In the terrestrial magnetosphere, observations show auroral electrons accelerated to keV
energies; they move faster than the local Alfvén speed, so that they cannot stay in phase
with Alfvén waves. This result led Knight (1973) to consider a simple quasi-static model
for field-aligned currents carried by ionospheric and magnetospheric electrons accelerated
by a quasi-steady parallel electric potential. From the conservation of the energy and of the
first adiabatic invariant, he derived a general current-voltage relationship. For applications
to auroral magnetic field lines, where:

e�V

kTI

� 1 and
e�V

kT0
� BI

B0

it simplifies to:

j‖ ∼ −en0

√
kT0

2πm0

(
1 + e�V

kT0

)
(39)

and, if e�V
kT0

� 1, it becomes:

j‖ ∼ −en0

√
kT 0

2πm0

(
e�V

kT 0

)
(40)
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Fig. 11 A schematic illustration
of the upward current region
adapted from Carlson et al.
(1998)

where k is the Boltzmann’s constant, e and me the electron mass and charge, n0 and T0 re-
spectively the magnetospheric electron density and temperature, TI is the ionospheric tem-
perature, �V is the total potential drop between the ionosphere and the magnetosphere:
�V = EI –E0, BI and B0 respectively the ionospheric and magnetospheric magnetic fields.

This relation provides an estimate of the field-aligned current density that the plasma
can carry between the ionosphere and the magnetosphere without any parallel electric fields
(�V = 0). It also shows that the presence of a potential drop allows increasing this threshold
value to much larger current densities if required for other reasons (e.g., current continuity,
mismatch between the ionosphere and the magnetosphere). Field-aligned currents associ-
ated with a positive potential drop are directed upward, which corresponds to auroral obser-
vations. Improvements were presented by Chiu and Schulz (1978), who took into account
the motion of the ions in such a potential structure and their contribution to field-aligned
currents.

Following similar steps, Lyons (1980) demonstrated that discontinuities with divE �= 0
in the large-scale electric field pattern could generate large-scale regions of field-aligned cur-
rents, associated with parallel electric fields and electron acceleration. Such discontinuities
are known to exist near magnetospheric boundaries (boundaries of the plasma sheets, bound-
ary layers, etc. in large-scale plasma flow inhomogeneities. A discontinuity with: divE < 0
(>0) would account for upward (downward) field-aligned currents. A typical width of such
structures would be of the order of 100 km in the terrestrial ionosphere, i.e. about 0.01 Earth
radius.

Acceleration structures are observed at smaller scales in the auroral zone. For instance,
accelerated electron precipitations are observed with a typical shape of inverted V and with
widths about ten times smaller (∼0.001 Earth radius in the terrestrial ionosphere) than the
preceding effect. Such acceleration structures are interpreted as the acceleration due to a
U-shaped field-aligned upward potential structure, as illustrated in Fig. 11 adapted from
Carlson et al. (1998). The magnetic field near the planet is highly incompressible, resulting
in nearly electrostatic structures. Downgoing field-aligned electrons crossing the middle of
the structure will gain an energy corresponding to the total upward potential drop, but only
a fraction of it if they cross the sides. This effect produces the well-known inverted-V shape
for the acceleration structure observed by spacecraft flying below it. Spacecraft crossing at
higher altitudes (near the top of Fig. 11) will detect outflowing ions accelerated at energies
corresponding to the potential drop below the spacecraft and thus with the typical inverted
V shape for the same reasons. They will also observe large convergent electric fields near
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the edges of the structure, as shown in Fig. 11. These electric structures are not detected
below the spacecraft, implying the presence of an electrostatic shock associated with parallel
electric fields at intermediate altitudes as shown in Fig. 11 (see a review by Mozer and Hull
2001). Precipitating electrons and outflowing ions carry upward currents.

Diverging electrostatic shocks are also observed and produce the opposite effects with
up-going electrons accelerated to somewhat lower energies than the preceding case, and
carrying downward currents. More details can be found in a review by Marklund (2009).

De Keyser et al. (2010) proposed a different mechanism to explain the existence of small-
scale quasi-static bipolar (convergent or divergent) electric fields. They considered the case
of the field-aligned boundary between a dense region of hotter particles and a diluted region
of colder particles, as for example the boundary between the plasmasheet and the lobes. This
boundary is approximated as a tangential discontinuity which has a finite thickness of the
order of the largest Larmor radius, i.e. that of the hotter ions. The transition width differs for
each species and is related to their Larmor radius. The difference between the Larmor radii
of the hot ions and the hot electrons will produce a charge separation and thus a polarization
electric field perpendicular to the interface. The same occurs for the cold ions and electrons,
but their Larmor radii are much shorter. In the absence of any potential structure across
the interface, this polarization electric field displays a wider region (related to the hot ion
Larmor radius) of smaller magnitude and a smaller region (related to the hot electron Larmor
radius) of larger magnitude directed in the opposite direction, so that the integrated electric
field over the interface cancels out. This produces the bipolar electric field structure. The
presence of a potential across the interface attracts or repels ions and electrons depending
on its sign, which in both cases results in a monopolar electric field structure, also observed.
The mapping in the ionosphere of this magnetospheric electric field distribution and the
closure of the currents in the ionosphere lead to the generation of parallel electric fields and
currents.

These quasi-static models are very useful in explaining the observed particle acceleration,
field and current signatures related to quasi-static structures. However, they cannot explain
observations of transient or highly time-dependent features in the distribution of electric
fields and currents.

2.4.4 Transient Acceleration

Accelerated particles and large currents are factors capable of triggering instabilities and
of generating waves through wave-particle interactions. These waves contribute to modify
in turn the initial particle distribution by energy and pitch-angle scattering of the resonant
particles, or by energy and momentum propagation to other regions. As a result, the initial
electric currents and fields are modified.

Wave-Particle Interactions and Radiation In ideal MHD, shear Alfvén waves propagate
with perpendicular electric fields. They have the property to carry field-aligned currents.
When perpendicular scales become too small, the ideal MHD approximation is no longer
fulfilled, the waves become dispersive and a parallel electric field appears in so-called ki-
netic Alfvén waves. In the topside terrestrial ionosphere, parallel electric fields can become
very important at altitude below a few Earth’s radii (Alfvén resonator). The same is true
above Jupiter’s ionosphere (Ergun et al. 2006). Numerical simulations suggest that Alfvén
waves should evolve towards small scales, with the appearance of a filamentary structure
resulting in electrostatic structures such as strong Double Layers (DLs) (Mottez and Génot
2011). High resolution remote sensing of the Io-Jupiter magnetic flux tube based on radio
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waves observations have demonstrated the existence of strong DLs (up to ∼1.5 keV ampli-
tude), which were found to move upwards along the magnetic flux tube at the plasma sound
velocity (Hess et al. 2007, 2009).

Paschmann et al. (2003) reviewed typical effects at different frequencies occurring in
regions of upward and downward currents of the terrestrial auroral zone. Briefly, electron
solitary waves or ELF electric field turbulence are found in downward field-aligned region,
associated with divergent electric fields and up-going field-aligned electrons. This is the
source region of VLF saucers (whistler emissions) and among the first radio emissions ob-
served in the auroral zone. Large-amplitude ion cyclotron waves and electric field turbulence
are found in upward current regions, associated with convergent electric fields and precip-
itating “inverted-V” events. This is also the source region of auroral radiation, powerful
emissions observed in the auroral zones of magnetized planets.

One of the most powerful emissions is the auroral radiation observed above the auro-
ral zone of the magnetized planets. These emissions are primarily driven by precipitating
electrons accelerated to keV energies. The generation mechanism is well identified as the
Cyclotron Maser Instability (Wu and Lee 1979) and has been extensively studied (see review
by Treumann 2006). In situ observations, especially by Viking and FAST, have shown that
the source regions are the acceleration regions described in Fig. 11, which are strongly de-
pleted in cold plasma (fpe/fce < 0.1 to 0.3) due to the parallel electric field structure (Roux
et al. 1993). The instability appears to be most efficiently driven by quasi-trapped energetic
electrons, i.e. keV electrons with velocity mostly perpendicular to the magnetic field. How-
ever, this quasi-trapped electron population lies in a region of velocity space which should
be empty in a simple adiabatic theory, thus its presence in the auroral zone was suggested
to be due to time-varying (or space-varying) parallel electric fields (Louarn et al. 1990).
The above filamented Alfvén waves are good candidates, consistent with the filamentary
structure of the depleted sources of auroral radio radiation.

Reconnection Acceleration Magnetic reconnection is a well-known example of transient
situations. The simplest concept involves a configuration with a “X-point” in a 2D geome-
try, where the magnetic field vanishes. More complicated configurations are considered with
3D geometries, with guide field. In the “frozen-in” conditions where E + V × B = 0, all
points of a given magnetic field line will remain magnetically connected during their mo-
tion at the velocity V . The magnetic reconnection implies that the magnetic field line has
been modified or broken and the existing connection region reconnected with another one.
This leads to a global reconfiguration of the magnetic structure. Reconnection is generally
considered as the result of a local departure from the “frozen-in” conditions and involves
parallel electric fields. The triggering factors differ on the plasma types, near the Sun or in
planetary magnetospheres; it is generally difficult to predict the time and location where they
occur. One of the distant signatures, well-identified onboard spacecraft, is again the particle
acceleration. It is observed in the perpendicular direction mainly near the central part of the
plasmasheet or in the parallel direction along the separatrices (Paschmann 2008).

On the magnetopause, reconnection can be accompanied by the development of vortices
due to the Kelvin-Helmholtz instability (KHI). This process is known to occur at Earth (see
e.g. Hasegawa et al. 2009), Mercury (Sundberg et al. 2012), and Saturn (Delamere et al.
2013). Parallel acceleration of electrons is caused by K-H waves, as strongly suggested at
Saturn by the observation of Cyclotron Maser radio emission from the morningside sector
of the magnetosphere (Galopeau et al. 1995).
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2.5 Non-Adiabatic Acceleration

It is sometimes said that the motion of charged particles is nonadiabatic when the second
adiabatic invariant (viz., the action integral I ≡ m

∫
V‖ds associated with the particle bounce

motion; see Eq. (33)) is not conserved. This may be the case for instance during substorm
dipolarization of the magnetic field lines that can lead to different particle energization de-
pending upon their bounce phase; hence, the formation of bouncing ion clusters (e.g., Mauk
1986). However, in the most general case, the motion of charged particles is defined as be-
ing nonadiabatic when the first adiabatic invariant (i.e., the magnetic moment associated
with the particle gyromotion Eq. (34)) is not conserved. This may occur either when the
length scale of the field variation is comparable to or smaller than the ion Larmor radius
(spatial nonadiabaticity) or when the time scale of the field variation is comparable to or
smaller than the ion cyclotron period, i.e., temporal nonadiabaticity (e.g., Northrop 1963).
Under such conditions, the guiding center approximation is not appropriate to investigate
the motion of charged particles and a description based on the full equation of motion is
necessary. In the steady state terrestrial magnetosphere, the guiding center approximation
may be used to characterize the transport of charged particles in the lobes where substantial
centrifugal acceleration (up to a few tens of eV) due to E × B convection of the magnetic
field lines may be obtained (e.g., Cladis 1986). The guiding center approximation also is ap-
propriate in the nearly dipolar region of the inner magnetosphere. As a matter of fact, in this
region of space, the second adiabatic invariant often is conserved as well so that an adiabatic
bounce-averaged description may be adopted to explore the dynamics of, e.g., ring current
and radiation belt particles (e.g., Fok et al. 2006). As for the third adiabatic invariant associ-
ated with the particle azimuthal drift about the planet, it is often violated; hence, prominent
radial diffusion of the particles takes place.

2.5.1 Spatial Nonadiabaticity

At large distances in the equatorial magnetotail, the magnetic field significantly varies on
the length scale of the particle Larmor radius and a gyro-averaged description such as that
of the guiding center cannot be applied. To characterize the particle behavior, Sergeev et al.
(1983) introduced a scaling parameter K defined as the minimum field line curvature radius-
to-maximum particle Larmor radius ratio. Sergeev et al. (1983) demonstrated that, as K

becomes smaller than ∼8, deviations from an adiabatic behavior gradually develop as iden-
tified by, e.g., the injection of trapped particles into the loss cone. In a subsequent study,
Sergeev et al. (1993) identified the latitude in the auroral zone where the parallel flux be-
comes comparable to the perpendicular one, as the projection at low altitudes of the nonadi-
abaticity threshold in the magnetotail (for given particle species and energy). This latitudinal
boundary that is referred to as “Isotropy Boundary” forms a convenient proxy to remotely
probe the distant tail topology from low-altitude measurements, as shown for instance by
Newell et al. (1998).

The fact that particles may not perform a regular helical motion and actually behave
in a nonadiabatic manner in the distended Earth’s magnetotail was already uncovered in
the pioneering work of Speiser (1965). In the case of a pure neutral sheet such as the self-
consistent one of Harris (1962) with opposite magnetic field orientations on either side of the
midplane, Speiser (1965) showed that particles execute rapid oscillations about the midplane
and are subsequently lost into the flanks. In the case of a quasi-neutral sheet with a small
magnetic field component normal to the midplane, such as that due to the Earth’s dipole
field, Speiser (1965) showed that the above oscillations are coupled with a slow rotation
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of the oscillation plane so that particles may be turned back toward the planet instead of
traveling into the flanks. Sonnerup (1971) considered the action integral IZ ≡ m

∫
VZdZ

(see Eq. (36)) to characterize the behavior put forward by Speiser (1965) since particle
orbits do have some regularity (although not in an adiabatic sense).

Using Poincaré surfaces of section or, equivalently, phase space mapping upon crossing
of the midplane, Chen and Palmadesso (1986) examined the dynamics of charged particles
in the magnetotail in a more systematic manner. In this latter study, it was shown that the
above Speiser orbits actually form one of three distinct classes of nonadiabatic orbits. That
is, in the Speiser regime, particles do not experience significant pitch angle scattering upon
crossing the neutral sheet and those originating from regions of strong magnetic field may
return to such regions after neutral sheet crossing; hence, their denomination as “transient”
particles. In the second class of orbits, particles experience prominent pitch angle scattering
upon crossing of the neutral sheet. Accordingly, particles originating from regions of strong
magnetic fields may remain temporarily trapped near the midplane, while those trapped near
the midplane may escape after crossing of the neutral sheet; hence, their denomination as
“quasi-trapped” particles. Finally, a third class of orbits consists of particles that remain
trapped near the midplane, an example of them being the ideal case of particles with 90°
pitch angle at equator (see Fig. 4 of Chen and Palmadesso 1986). Chen and Palmadesso
(1986) showed that the phase space is systematically partitioned according to these three
distinct orbit classes and that the Speiser regime becomes predominant for specific values
of the (normalized) Hamiltonian.

Following the approach of Sonnerup (1971), Büchner and Zelenyi (1989) developed a
comprehensive interpretation framework of the particle dynamical behaviors. The formal-
ism put forward in this latter study relies on a piecewise description of the particle motion,
considering that it can be viewed as a succession of IZ ≡ m

∫
VZdZ conserving sequences

(see Eq. (36)). In this interpretation framework, at some point during transport toward the
neutral sheet, particles cross a phase space separatrix that delineates two different dynamical
regimes (viz., crossing and non-crossing of the midplane). In the course of these separatrix
crossings, small quasi-random jumps of the invariant IZ occur as put forward by Neishtadt
(1987) (see Fig. 14 of Büchner and Zelenyi 1989). In this approach, the Speiser regime (also
referred to as “transient”) corresponds to a negligible net change of IZ ; hence, its denomi-
nation as “quasi-adiabatic”. In contrast, in the above quasi-trapped regime (also referred to
as “cucumber-like” in Büchner and Zelenyi 1989), particles are subjected to significant net
changes of IZ . To describe these IZ changes, Büchner and Zelenyi (1989) introduced a pa-
rameter κ defined as the square root of the minimum field line curvature radius-to-maximum
Larmor radius ratio (see, e.g., Eq. (41) of Büchner and Zelenyi 1989). This latter κ parame-
ter, that is now commonly used to characterize the adiabatic character of the particle motion,
is the square root of the K parameter of Sergeev et al. (1983). It is also comparable with the
dimensionless Hamiltonian used by Chen and Palmadesso (1986) since one has 2H ≡ κ−4.
According to the analysis of Büchner and Zelenyi (1989), the particle motion turns nonadi-
abatic for κ < 3 (equivalently, K < 8 in Sergeev et al. 1983), and the above regimes with
transient (Speiser) and quasi-trapped behaviors are obtained for κ < 1 (a κ regime that is
also referred to as the current sheet limit). Between κ > 3 and κ < 1, there exists an inter-
mediate regime where particles do not oscillate about the midplane (because of Larmor radii
smaller than the field reversal length scale) but their motion is chaotic.

Delcourt et al. (1994) further explored this intermediate 1 < κ < 3 regime, considering
a centrifugal perturbation of the particle motion near the magnetotail midplane. The inter-
pretation framework developed in this latter study is that the adiabatic (magnetic moment
conserving) sequences upon approach and exit of the neutral sheet are separated by a crit-
ical cyclotron turn during which an impulsive centrifugal force (due to the enhanced field
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line elongation) perturbs the cyclotron motion of the particles. This so-called Centrifugal
Impulse Model that describes a single (prototypical) crossing of the field reversal leads to a
characteristic three-branch pattern of magnetic moment variations, viz., (i) at small pitch an-
gles, large magnetic moment enhancements regardless of the particle gyration phase, (ii) at
large pitch angles, negligible magnetic moment changes and (iii) at intermediate pitch an-
gles, either magnetic moment enhancement or damping depending upon gyration phase. As
κ decreases from 3 toward 1, this three-branch pattern gradually expands in velocity space,
consistently with the results of Sergeev et al. (1983) (see Fig. 1 of Delcourt et al. 1996). Re-
peated crossings of the field reversal (equivalently, repeated applications of the three-branch
pattern of magnetic moment variations) lead to a chaotic behavior with prominent depen-
dence upon initial phase of gyration since magnetic moment enhancement and damping are
obtained at small and intermediate pitch angles, respectively.

In this respect, using single-particle simulations in a model magnetic field of the mag-
netotail, Ashour-Abdalla et al. (1992) suggested that the κ ≈ 1 regime leads to enhanced
particle trapping and duskward drift, a feature referred to as the “wall” region. This κ ≈ 1
regime lies in the mid-tail at the transition between the nearly dipolar region where the parti-
cle motion is adiabatic (κ > 3) and the distant tail where one has κ < 1. It corresponds to the
onset (K = 8) of nonadiabaticity examined by Sergeev et al. (1983) and the “wall” feature
is thus at odds with the “Isotropy Boundary” interpretation framework discussed above with
particle injection into the loss cone and subsequent precipitation. However, the three-branch
pattern obtained with the Centrifugal Impulse Model suggests that the two behaviors coex-
ist, the “wall” feature corresponding to large magnetic moment enhancements at (relatively)
small pitch angles while the “Isotropy Boundary” follows from damping of the magnetic
moment at intermediate pitch angles.

The nonadiabatic features discussed above are of paramount importance for the devel-
opment of thin current sheets that are essential magnetotail elements at Earth and at other
planets. In the terrestrial magnetosphere, in situ observations from GEOTAIL, CLUSTER
and THEMIS have revealed a number of magnetic field features in the tail current sheet such
as flapping, flattening, tilting, waving, twisting and bifurcation. This current sheet can be-
come very thin (with a thickness comparable to the ion inertial length), yielding a metastable
state that can lead to current sheet disruption as observed during the expansion phase of sub-
storms (e.g., Mitchell et al. 1990). The formation of nongyrotropic distribution functions in
these nonadiabatic regimes also leads to nonzero off-diagonal terms in the pressure tensor
and allows for a current sheet equilibrium that does not require a prominent pressure gra-
dient along the tail axis (e.g., Ashour-Abdalla et al. 1994). As for the predominant Speiser
regimes obtained within specific κ < 1 intervals, they follow from resonance between the
fast particle oscillation about the midplane (imposed by the opposite orientations of the mag-
netic field above and below the midplane) and the slow gyromotion (imposed by the small
magnetic field component normal to the midplane). In this Speiser regime, particles are
subjected to prominent energization owing to large displacement along the dawn-to-dusk
convection electric field. This efficient Speiser acceleration can thus lead to large particle
flux within limited intervals at high energies (small κ); hence, the formation of “beamlets”
traveling down to low altitudes as reported in CLUSTER observations (see, Keiling et al.
2004).

2.5.2 Temporal Nonadiabaticity

It was mentioned above that during the expansion phase of substorms, the second adiabatic
invariant may not be conserved (Mauk 1986). Indeed, the short-lived electric field induced
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by dipolarization of the magnetic field lines can lead to significant energization of particles
that are located in the equatorial vicinity while those located at low altitudes may remain
unaffected. Here, violation of the second adiabatic invariant is due to temporal variations
of the magnetic field on the time scale of the particle bounce period. Note that this second
adiabatic invariant may be violated because of spatial variations of the magnetic field as
well, as is the case for instance near the frontside magnetopause where particles evolve
from bouncing about the equatorial plane to bouncing about the field minimum in the outer
cusp region (Shabansky 1971; Delcourt and Sauvaud 1999).

Still, temporal variations of the magnetic field can also lead to violation of the first adia-
batic invariant, a behavior that is obtained whenever the magnetic field varies significantly on
a time scale comparable to the particle gyro-period. In this regard, it was shown by Delcourt
et al. (1990) that, during dipolarization of the magnetic field lines, violation of the first adia-
batic invariant may be obtained for heavy ions (O+) that have cyclotron periods of a minute
or so in the terrestrial mid-tail. As a result, while protons with small gyro-periods behave
in an adiabatic manner (with respect to the first invariant), O+ may experience prominent
nonadiabatic energization, in a like manner to spatial nonadiabaticity, where protons and O+
ions may exhibit κ > 3 and κ ≤ 1, respectively.

Unlike the energization by the large-scale convection electric field that is constrained by
the magnitude of the cross-polar cap potential drop (typically, in the 50 kV–150 kV range)
so that ions drifting over a few RE across the steady state magnetotail can gain at most a few
tens of keV, there is no well defined limit for the energization that can be achieved from the
induced electric field (Heikkila and Pellinen 1977; Pellinen and Heikkila 1978). Delcourt
et al. (1990) actually showed that O+ energization up to the 100 keV range is readily ob-
tained during substorm reconfiguration of the magnetic field lines. Since this energization
occurs in a nonadiabatic manner and goes together with prominent enhancement of the par-
ticle magnetic moment, it radically changes the long-term behavior of the particles that may
evolve from an open drift path (i.e., connected to the dayside magnetopause) to injection
into the ring current and rapid gradient drift around the planet owing to the large energy
gain realized (see Fig. 5 of Delcourt 2002).

At Earth, a variety of in situ measurements suggest that such a mass-to-charge depen-
dent energization is at work during substorm dipolarization. Post-dipolarization spectra
obtained for O+ can be significantly harder than those of protons (Ipavich et al. 1984;
Nosé et al. 2000). Observations of energetic neutral atoms by Mitchell et al. (2003) also
reveal repeated injections of energetic (above 100 keV) O+ in conjunction with auroral
break-ups, while no similar injections are obtained for protons. The (temporally) nonadia-
batic heating at work here increases when the inductive electric field increases or if the ions
are located further away from the inner dipolar region in the equatorial magnetotail, and it
may actually occur in regions where spatial adiabaticity is achieved (viz., κ > 3). Note also
that prominent fluctuations of the magnetic field on short time scales may somewhat alter
this description and lead to significant nonadiabatic heating of protons as well, as displayed
in the GEOTAIL data analysis of Ono et al. (2009). From a general viewpoint, temporal
nonadiabaticity critically depends upon the characteristics of the magnetic field transition
and one may expect that Mercury’s environment with small temporal scales as compared to
those at Earth is characterized by specific nonadiabatic responses.

2.6 Pick-up Acceleration and Mass Loading

Ions produced within a flowing plasma are a significant source of energy and a sink of mo-
mentum, as well as being a source of plasma. Although sometimes used more generally, the
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classical pick-up process occurs when the parent neutrals have a velocity different from the
( �E × �B)/B2 drift of the local plasma. The new ions are then accelerated by the convection
electric field and form a ring-beam distribution in velocity space. This distribution is unsta-
ble to the cyclotron maser instability and may result in the generation of electromagnetic ion
cyclotron waves.

Neglecting the energy lost to these waves, the ions have an energy, in the plasma frame,
of 2mv2

rel (where vrel is relative velocity between the source neutrals and local plasma) or
four times the ram energy of a background ions of the same mass. In many cases, this can be
a significant source of plasma heating. In addition, acceleration by the convection electric
field initially causes the newly created ion and electron to move in opposite directions, and
their guiding centers become separated by a gyroradius. The resulting “pick-up current” is
�J = vrelm

B
dn
dt

= m

B2
dn
dt

�E. This is often treated as a “pick-up” conductivity (Thomas et al. 2004
and references therein). The pick-up current, flowing across the background magnetic field,
also acts to slow, or mass-load the plasma.

In one common case, pick-up acceleration, heating and mass-loading may occur without
producing a net source of mass or plasma. If the ions are produced through symmetric charge
exchange, X+ + X → X + X+, then the newly ionized particle will be accelerated as any
other pick-up ion, producing a ring-beam distribution, heating and mass-loading. However,
the reaction will also generate a fast neutral which escapes the system. As a result, there is
no net change in the ion density.

3 Losses

In previous sections, we have considered the various sources of plasma and their transport
and energization processes to supply magnetospheric plasmas. We next consider the ways
in which this material can be lost from the system, to “balance” the mass budget. There are
a number of methods by which plasma can be lost from magnetospheres.

3.1 Tail Reconnection and Plasmoids

Magnetic reconnection in a planetary magnetotail is a key mechanism by which magnetic
field lines stretch to instability and break, which then allows the release of parcels of mass
and plasma called plasmoids, of varying sizes and shapes (Hones 1976, 1977). Observations
in the Earth’s magnetosphere have shown that plasmoids are typically about 1 to 10 Re in
diameter (Ieda et al. 1998; Slavin et al. 2003). Figure 12 shows a schematic of the formation
of earthward and tailward-moving plasmoids following reconnection. Figure 13 shows the
effect that a large plasmoid has on the surrounding magnetotail at Earth including the mag-
netic field signatures associated with the traveling compression region in the surrounding
lobe regions and the tailward retreat of the near-Earth neutral line (NENL) following ejec-
tion (Slavin 1998). In situ observations of tail reconnection include observations of changes
in magnetic field topology and plasma flows. In recent years the study of tail reconnection
has been extended beyond Earth. Plasmoids have been observed in the magnetotails of Sat-
urn (e.g. Jackman et al. 2007, 2011, 2014b), Jupiter (Russell et al. 1998; Vogt et al. 2010,
2014), and Mercury (Slavin et al. 2009, 2012b; DiBraccio et al. 2013).

In recent years several authors have sought to consider the role of tail reconnection as a
loss mechanism for magnetospheric plasma (e.g. Bagenal and Delamere 2011). At Jupiter,
Bagenal (2007) highlighted the mismatch between the inferred mass input rate from Io of
∼500–100 kg/s and the mass loss rate from plasmoids, estimated at ∼30 kg/s. Kronberg



A Review of General Physical and Chemical Processes Related to Plasma Sources and Losses. . .

Fig. 12 A schematic diagram of
the formation of earthward and
tailward-moving plasmoids
following reconnection; after
Slavin et al. (2003)

Fig. 13 The formation of single
large plasmoid during a substorm
is illustrated. Reconnection at a
single near-Earth neutral line
disconnects the magnetic flux in
the downstream plasma sheet to
form either magnetic loops or
helical magnetic fields depending
upon the existence of an
east-west magnetic field
component for makeup the
plasmoid. The plasmoid
compresses the surrounding tail
lobes as it moves tailward to
produce the traveling
compression (TCR) signature
that is detected when the
observing spacecraft are in the
magnetotail, but to far from the
equatorial region to encounter the
plasmoid proper (adapted from
Slavin 1998)

et al. (2008) attempted a similar calculation (based on Galileo energetic particle measure-
ments) and found that their inferred mass of ∼8 × 105 kg per plasmoid would require far
more plasmoids than had been observed to account for the input. Vogt et al. (2014) com-
pleted the most comprehensive study to date at Jupiter, whereby they found that mass loss
ranged from ∼0.7–120 kg/s. They concluded that while tail reconnection is indeed an ac-
tive process at Jupiter, it likely cannot account for the mass input from Io, suggesting that
additional mass loss mechanisms may be significant. Jackman et al. (2014b) investigated
the analogous picture at Saturn. They found an average mass loss rate of ∼2.59 kg/s, much
less than the ∼100 kg/s expected to be loaded into the magnetosphere by the volcanic moon
Enceladus.

These studies raise the question: If large-scale reconnection is not sufficient to account for
the required loss of material from the tails of Jupiter and Saturn, what other processes/new
physics are required to balance the mass budgets? Other loss mechanisms are investigated
in the sections below.
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3.2 Charge Exchange

In the Earth’s magnetosphere, there exist a region called the ring current, where high en-
ergetic ions and electrons with energy between hundreds of eV and hundreds of keV are
trapped by Earth’s dipole-dominated magnetic field (Frank 1967; Williams 1981). In the
ring current, the ions (electrons) drift westward (eastward) due to the magnetic drift, and
the ring current development causes the decrease in the horizontal magnetic field compo-
nent at Earth’s surface. Thus, the strength of the ring current is often measured by the Dst
or SYM-H indices derived from ground-based magnetometer observations (Sugiura 1964;
Wanliss and Showalter 2006). If the magnetic field is strong enough and dominated by the
dipole component and there are transportation and energization processes to populate high-
energy ions in the inner magnetosphere of a planet, a similar ring current is expected to exist
at such planets.

One efficient loss mechanism for the terrestrial ring current particles is the charge ex-
change (see Eqs. (22) and (23)) of the ring current ions with the neutral hydrogen that
makes up the geocorona. When the convection weakens, this becomes the dominant process
by which ring current ions are removed from the system, depleting the inner magnetosphere
of its energetic population. The geocorona is a halo-like extension of the exosphere out to
several Earth radii, consisting of relatively cold (∼1000 K), very tenuous neutral hydrogen
atoms with densities ranging from thousands of atoms per cubic centimeter at the inner edge
of the ring current to less than a hundred at geosynchronous orbit. This cold gas plays a crit-
ical role in the energy budget of the Earth’s inner magnetosphere since the charge exchange
reactions make the exosphere act as an energy sink for ring current particles, replacing a hot
ion with a cold one. Singly charged ring current ions can be neutralized after collisions with
thermal exospheric hydrogen atoms as described below:

H+ + Hcold → H + H+
cold (41)

O+ + Hcold → O + H+
cold (42)

He+ + Hcold → He + H+
cold (43)

The incident ring current ion picks up the orbital electron of the cold geocoronal hydro-
gen atom resulting in the formation of an Energetic Neutral Atom (ENA). These particles
are not affected by magnetic or electric field forces therefore they are no longer trapped in
the geomagnetic field and leave the interaction region in ballistic orbits in the direction of
the incident ion velocity at the time of the impact. If the resulting ENA’s velocity exceeds
the Earth’s gravitational escape field, then it is lost into space or precipitates down into the
ionosphere. On the other hand, the low energy ENAs populate the plasmasphere. Meinel
(1951) first reported the existence of energetic neutral atoms, based on observations of pre-
cipitating energetic neutral hydrogen precipitating into the upper atmosphere during auroral
substorms. A few years later, Dessler and Parker (1959) were the first to suggest that charge
exchange between protons and neutral atmospheric hydrogen atoms would effectively con-
tribute to the decay of the ring current, although the effectiveness of ion removal from the
ring current through charge exchange processes was previously investigated by Stuart (1959)
and Fite et al. (1958).

Multiply charged ions allow for multiple charge exchange reactions,

He++ + Hcold → He+ + H+
cold (44)
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Fig. 14 The mean lifetime for
charge exchange decay as a
function of energy for O+ and
H+ species. Figure adopted from
Liemohn and Kozyra (2005)

and Spjeldvik and Fritz (1978) showed that the higher charge states of helium and oxygen
ions are increasingly important for energies above 100 keV, while at energies below this cut-
off the lower charge states are dominant. Energetic neutral atoms generated in the main ring
current traversing the inner magnetosphere can be re-ionized. This happens by converting
ENAs back into ring current ions albeit on new L shells, undergoing subsequent charge-
exchange collisions with geocoronal atoms and generating secondary ENA fluxes that can
participate in further ionizing collisions (Bishop 1996). This yields the formation of a sec-
ondary ring current close to the Earth, at L shell values of approximately 3, although this is
not a large ring current population. Moreover, low pitch angle ions are subject to additional
charge exchange collisions with the oxygen atoms in the upper atmosphere.

Solar far-ultraviolet light is reflected off this hydrogen gas (Chamberlain 1963) and so
its abundance has been quantified. It has been reported (Fahr 1974; Rairden et al. 1986;
Hodges 1994; Østgaard et al. 2003; Fuselier et al. 2010; Zoennchen et al. 2010, 2011; Bailey
and Gruntman 2011) that the geocoronal hydrogen density decreases exponentially with
radial distance. This means that at large altitudes down the magnetotail, the collisions with
the neutral hydrogen become negligible. However, in the ring current region, these collisions
become increasingly important and magnetospheric H+ can be easily removed by charge
exchange with the neutral exospheric hydrogen.

The probability of collisions with neutral atoms from the exosphere depends strongly on
the energy of the incident particles and is determined by the charge exchange cross sections.
Charge exchange cross sections are both energy and species dependent and thus different
ring current ion species have different charge exchange lifetimes. A compilation of charge
exchange cross sections for various ring current ions can be found in Spjeldvik (1977), Smith
and Bewtra (1978), and Orsini and Milillo (1999).

Numerous studies, both based on both observations and numerical modeling show that
due to the strong species and energy dependence of the charge-exchange cross sections
along with the temporal and spatial dependence of ring current composition, the charge
exchange process strongly affects the ring current plasma. Figure 14 shows the profile of
charge exchange lifetime as a function of energy and species (Liemohn and Kozyra 2005).
Moreover, it is inferred that the charge exchange loss processes are predominantly important
after the initial phase of the ring current decay.

The efficiency of ion removal from the ring current through charge exchange depends on
several factors: the energy and the species of the ion population as well as the density of the
neutral cloud. The latter depends on the changes in the atmospheric temperature and density,
the radiation pressure exerted by the solar far ultra violet photons and the strengths of all
these interactions determine the structure of the exosphere. Therefore reliable measurements
of the geocoronal density are essential in determining the relative importance of charge
exchange losses of ring current ions. The majority of geocoronal models report on vastly
different densities in the inner magnetosphere (Ilie et al. 2013) and therefore the decay
rates and lifetimes for ring current ions are significantly different depending on the neutral
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density distribution, affecting the amount of ENAs emitted in a given region in space (see
Fig. 15).

Keika et al. (2003, 2006), based on measurements of energetic neutral atoms (ENAs)
made by the High Energy Neutral Atom (HENA) imager on board the Imager for
Magnetopause-to-Aurora Global Exploration (IMAGE) satellite, show that the rate of the
charge exchange energy losses is comparable to the ring current decay rate for the intervals
of the slow decay, while the loss rate is much smaller than the decay rate in the rapid de-
cay phase, in particular for the early stage of a storm recovery. Similarly, Jorgensen et al.
(2001) show that during the fast recovery the measured ENAs can only account for a small
portion of the total energy loss and the lifetime of the trapped ions is significantly shorter
during the fast recovery phase than during the late recovery phase, suggesting that different
processes are operating during the two phases. Furthermore Kozyra et al. (2002) suggested
that charge-exchange losses can be solely responsible for the decay of the ring current
during the recovery phase only if IMF abruptly turns northward at the end of the main
phase.

The neutral gases in the upper atmospheres of Jupiter and Saturn are molecular and
atomic hydrogen and thus either as a result of direct ionization or dissociative ionization
a significant number of H+ ions are created. H+ can only recombine directly via radiative
recombination, which is an extremely slow process and thus there must be other ways to re-
move them otherwise very large ion densities would result. As indicated in Sect. 1.2.3 (Loss
Processes and Ion Chemistry), McElroy (1973) suggested some time ago that the following
charge exchange would be important in removing H+:

H+ + H2 (v ≥ 4) −→ H+
2 + H (45)

H+
2 is rapidly transformed to H+

3 via the following reaction:

H+
2 + H2 −→ H+

3 + H (46)

H+
3 will most likely undergo dissociative recombination and thus this series of reactions

removes ions relatively rapidly. There is another way that H+ can be lost at Jupiter and
Saturn (see Eq. (25)), namely by reacting with water molecules, originating in the rings
(Connerney and Waite 1984).

3.3 Precipitations into Planets

3.3.1 High Latitudes

As seen in Sect. 2.4, the atmospheric loss cone can be defined at any location by its half-
angle sinαlc = (B/Bm)1/2 (see Eq. (34)) where B is the magnetic field amplitude at the po-
sition considered and Bm its value at the ionospheric end of the magnetic field line. Charged
particles with pitch angle < αlc will precipitate into the planet and be lost for the magneto-
sphere. The loss cone is permanently fed by new particles resulting from processes such as
pitch-angle scattering by electric and magnetic fluctuations (e.g. whistler waves; see Bolton
et al. 2004 and references therein). Due to the converging field line geometry, most precipi-
tations occur at relatively high magnetic latitude (∼55°–75°).
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Fig. 15 Color contours of lifetimes of H+ (left column) and O+ (right column) as a function of energy and
radial distance from the Earth. From top to bottom are shown the lifetime predictions from Rairden et al.
(1986), Østgaard et al. (2003), Hodges (1994), Zoennchen et al. (2011) and Bailey and Gruntman (2011).
The color scale is logarithmic and lifetimes are in seconds. Figure from Ilie et al. (2013)
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Auroral Ovals Precipitations of electrons with energy ≥0.1 keV and of protons or ions
with energy ≥ a few keV produce auroras (Birkeland 1910), seen from the ground as curtains
of light, and from space as bright variable narrow circumpolar ring, arcs and spots. The
precipitating electrons have energies in the range ∼100 eV–10 keV for the Earth (Feldstein
et al. 2001) and Saturn (Cowley et al. 2004), reaching more than 100 keV for Jupiter (Prangé
et al. 1998). This is well above their thermal energy in the magnetosphere or solar wind
(≤1 eV), thus strong acceleration is required, as discussed in Sect. 2.4. Total precipitated
auroral power is up to ∼1011–1012 W for the Earth and Saturn, ∼1013–1014 W for Jupiter
(Clarke 2012).

X-ray to radio emissions are produced in the high altitude atmosphere (80–300 km on
Earth, 10−5–10−9 bar at Jupiter) or in the precipitating beam (Prangé 1992; Bhardwaj and
Gladstone 2000). The visible aurora is most spectacular on Earth, related to the excita-
tion/deexcitation of O (red and green lines), N (blue line) and N2 (purple), whereas H-α
and H-β lines are very faint at Jupiter. The UV aurora, 10× to 100× more intense than
visible ones, result from the collisional excitation (by electrons from a few to 100 keV) and
then radiative deexcitation of N+

2 , N, H at Earth, and H (Ly-α) and H2 (Lyman and Werner
bands) at Jupiter. The X-ray aurora on Earth is mainly generated via bremsstrahlung from
precipitating electrons, and at Jupiter from the collisional excitation (followed by radiative
deexcitation) of deep internal levels of O and S ions by precipitating heavy ions of energy
>100 MeV. The X and UV aurorae are often pulsed on timescales of tens of minutes. The
IR auroral emission is due to atmospheric Joule heating (followed by radiative cooling). It
is emitted as nitrogen lines at Earth and H+

3 and hydrocarbons lines at Jupiter. As UV ab-
sorption by hydrocarbons is strongly frequency-dependent, the comparison between auroral
and laboratory H and H2 UV spectra provides information to deduce the depth at which
precipitated energy is deposited and, with an atmospheric model, to derive the nature and
energy of precipitating particles. Coherent circularly polarized cyclotron radio emissions are
generated below ∼1 MHz (≤40 MHz at Jupiter) by the interaction of unstable precipitating
(or mirrored) energetic (1–10 keV) electron populations with electromagnetic fluctuations,
in a rarefied and magnetized plasma (fpe/fce � 1) (Zarka 1998). Their generation causes
the diffusion of the electrons in velocity space (Pritchett 1986) in particular into the loss
cone, causing further precipitations. Imaging the auroral activity in UV (HST—Prangé et al.
1998), IR (ground-based telescopes—Connerney et al. 1993) and radio (via DE-1 (Huff et al.
1988) or Cassini spacecraft (Cecconi et al. 2009)) permits to map the precipitations and, by
projection along the magnetic field, the magnetospheric activity.

Polar Cusps and Satellite-Magnetosphere Interactions In addition to the auroral ovals,
at the limit between open and closed field lines at Earth or near the corotation breakdown
region at Jupiter and Saturn, signatures of precipitations are also observed at the magnetic
footprints of the polar cusps and of satellites embedded in the giant planets’ magnetospheres
(Waite et al. 2001; Pallier and Prangé 2004). Cusp signatures are around 12:00 LT and re-
veal sporadic dayside reconnections at timescales between 5 min (at Earth) and 20 min (at
Jupiter), causing direct precipitation of accelerated particles in the polar cusps. They are
more intense for a southern solar wind Bz at Earth (northern at Jupiter). The auroral input
power into the cusp is only ≈1 % of the total auroral input power. The magnetic footprints
of Io, Ganymede and Europa were detected in UV at Jupiter (Bonfond 2012), as well as
that of Enceladus at Saturn (Pryor et al. 2011). Precipitation in the satellites magnetic flux
tubes result from the imposed current across the satellite due to the electric field E = v × B

arising from the motion of the satellite (at velocity v = vKeplerian − vcorotation) across the plan-
etary magnetic field lines. This current is carried by Alfvén waves accelerating electrons. In
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the Io-Jupiter case, the precipitated power reaches 1012 W, i.e., ∼10–15 W/m2 at the satel-
lite ionospheric footprints. This power, within a factor 2 of the solar input, strongly heats the
local ionosphere and modifies its properties, such as conductivity (Prangé et al. 1996). Satel-
lite footprints have downstream tails related to currents reaccelerating the magnetospheric
plasma downstream of the obstacle.

Magnetospheric particles also precipitate onto the surface of embedded satellites. If the
latter possesses a magnetic field, precipitating particles are guided toward the magnetic poles
of the satellite, generating satellite auroras as well as significant surface alterations, as for
example, in the case of Ganymede’s polar caps (Khurana et al. 2007).

3.3.2 Low Latitudes

Radiation Belts and Synchrotron Losses Radiation belts consist of electrons and ions
accelerated to very high energies (0.1 to >10 MeV) and brought by radial inward diffusion
close to the planet (typically between the surface and ∼6 radii), where they bounce between
their mirror points. Satellites and rings embedded in the belts cause strong collisional ab-
sorption of these energetic particles. Unabsorbed electrons can emit synchrotron radiation,
a linearly polarized incoherent nonthermal radiation from high energy electrons in cyclotron
motion in a magnetic field. This emission extends over a spectral range from <100 MHz to
several GHz in the case of Jupiter, and can thus be imaged by ground-based radiotelescopes
(Bolton 2004). Intensity is maximal near the equator (trapped population) and near the poles
(mirror points, where the residence time is maximum due to low parallel velocity). The life-
time of an emitting electron is relatively short (108 to 109 s), during which the perpendicular
energy of the particle is radiated away and finally causes precipitation onto the planet at low
latitudes (≤50°). At Earth and Saturn, synchrotron emission (yet undetected) may exist at
much lower frequency and intensity. Saturn radiation belts are largely absent due to ring
absorption, but a small belt was discovered by Cassini between the inner edge of the rings
and the planet (<1.4 Rs) (Krimigis et al. 2005).

Precipitations from the Rings Other precipitation into Saturn’s ionosphere come from
the rings’ ionized atmosphere (Luhmann et al. 2006). It is composed of O+

2 and O+ ions
between ∼1.4 and ∼2.4 Rs near the equator, resulting from the ionization by sunlight and
magnetospheric impacts of the neutral atmosphere due to sputtering, photo-desorption and
meteoroid impacts. The ion motions in the planetary quasi-dipolar magnetic field, subject to
the corotation electric field, gravitation and collisional scattering, lead to precipitation into
the planet at mid-latitudes (30°–40°) of ions created at radial distances within the corotation
orbit at ∼1.8 Rs. Due to the slight North-South asymmetry of the magnetic field (stronger in
the northern hemisphere), precipitation (of energy ≤100 eV) occurs mostly in the southern
hemisphere.

4 Basic Equations and Modeling Methods

4.1 MHD (Magnetohydrodynamic) Simulation

The basic equations of magnetohydrodynamics (MHD) are derived in numerous textbooks
including those by Chen (1984) and Krall and Trivelpiece (1986) and are traditionally pre-
sented in terms of the primitive or state variables; density (ρ), velocity (u), thermal pressure
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(P ), and magnetic field (B) as

∂ρ

∂t
+ ∇ · (ρ �u) = 0, (47)

ρ
∂ �u
∂t

+ �u · ∇ �u + ∇P − 1

μ0
∇ × �B × �B = 0, (48)

∂P

∂t
+ γ∇(P �u) − (γ − 1)�u∇ · P = 0, (49)

∂ �B
∂t

− ∇ × (�u × �B) = 0. (50)

The assumption of ideal gas law has been used to define the pressure equation (49) and the
fact that the current density (J ) is the curl of the magnetic field has been used to simplify
the equations. More importantly in the generalized Ohm’s law,

�E = −(�u × �B) + η �J + 1

ene

�J × �B − 1

ene

∇Pe, (51)

terms related to the finite resistivity (η), Hall effect (J ×B), and electron pressure (Pe) have
been neglected to get to Eq. (50). This formulation is commonly referred to as the equations
of ideal MHD and it is important to point out that unless some term in the generalized Ohm’s
law is restored either analytically or numerically it is not possible for magnetic reconnection
to occur in a system that obeys the equations of ideal MHD.

Numerical simulation of these equations usually involves discretization in space and time
so it is common to formulate the ideal MHD equations in conservative form in order to al-
low for the direct application of advanced numerical techniques. The algorithm paper by
Toth et al. (2012) not only provides a description of the motivation for utilizing conserva-
tive formulation but it also provides a more detailed discussion of the Hall and multifluid
formulations than can be covered here. The conservative formulation involves equations of
the form,

∂U

∂t
+ ∇ · �F(U) = 0, (52)

so that on a discrete grid the change of a conserved quantity is simply the sum of fluxes
entering and leaving that cell. Recasting the ideal MHD equations in conservative form
results in,

∂ρ

∂t
+ ∇ · (ρ �u) = 0, (53)

∂ρ �u
∂t

+ ∇ ·
(

ρ �u�u +
(

P + B2

2μo

)
− �B �B

μo

)
= 0, (54)

∂E
∂t

+ ∇ ·
(

�u
(
E + P + B2

2μo

)
− �u · �B �B

μo

)
= 0, (55)

∂ �B
∂t

+ ∇ · (�u �B − �B �u) = 0, (56)
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where

E = P

γ − 1
+ ρU 2

2
+ B2

2μo

(57)

is the total energy density of the plasma element. In this formulation it is clear that the
change in momentum density in a given region or computational cell is the result of the
momentum entering or leaving the cell combined with the effects of thermal and magnetic
pressure forces as well as with magnetic tension. Along with these equations comes an
important constraint from Maxwell’s equations, namely, the fact that the magnetic field must
be divergence free (∇ · B = 0) throughout the entire computation domain for all times.
In computational solvers this means using a simple projection scheme, a staggered type
mesh (Yee 1966) with the magnetic fluxes defined on the faces and the electric fields on the
edges, or the constrained transport 8-wave scheme (Powell et al. 1999). The staggered mesh
approach is used by the OpenGGCM (Raeder et al. 2008) and LFM (Lyon et al. 2004) global
simulations of the Earth’s magnetosphere. The 8-wave solver is one of several methods
available in the Space Weather Modeling Framework (SWMF), which has been used for a
variety of problems throughout the heliosphere (Toth et al. 2005).

Huba (2005) presents an excellent discussion of the effects of including the Hall term in
the MHD equations and the numerical techniques needed to solve them. In the notation of
this chapter the inclusion of the Hall term in the generalized Ohm’s law results in changes
to the energy and induction equations,

∂E
∂t

+ ∇ ·
(

�u
(
E + P + B2

2μo

)
− �u · �B �B

μo

)

+ ∇ ·
(

�uH

B2

2μo

− 2
1

μo

�B(�uH · �B)

)
= 0, (58)

∂ �B
∂t

+ ∇ · ((�u + �uH ) �B − �B(�u + �uH )
) = 0, (59)

where the “Hall velocity”,

�uH = − �J
ne

, (60)

has been introduced to clearly illustrate how the Hall terms enter the system of equations.
Since these terms are only present in the energy and induction equations it should be clear
that the Hall term only transports the magnetic field and energy. To be clear, this means
that the Hall effects are not a transport mechanism for mass or momentum. The inclusion
of the Hall term introduces a new wave mode, the whistler mode, into the dynamics of
the system. The whistler wave speed is significantly larger than the Alfvén speed. This
introduces challenges into numerical computation. Since it is the largest wave speed that
governs the time step that can be taken within a numerical solution this limitation can result
in significant increases in the computational time to the solution. This can be addressed by
sub-cycling the Hall physics on the shorter timescale and calculating the ideal MHD physics
on the longer timescale.

Of course, the plasma in the Earth’s magnetotail and other plasmas throughout the he-
liosphere can contain more than one ion species so it is often necessary to utilize the multi
fluid formulations of the MHD equations to simulate these plasmas. In the notation of this
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paper these equations are:

∂ρα

∂t
+ ∇ · ρα �uα = 0, (61)

∂ρα �uα

∂t
+ ∇(ρα �uα �uα + IPα) = nαqα(�uα − �uM) × �B

+ nαqα

nee
( �J × �B − ∇Pe), (62)

∂Eα

∂t
+ ∇ · [(Eα + Pα)�uα

] =
[
nαqα(�uα − �uM) × �B + ραqα

nee
( �J × �B − ∇Pe)

]
, (63)

∂ �B
θt

= ∇ × (�uM × �B) (64)

where the α subscript has been used for the ion species and the term qα allows for the
inclusion of higher charge state ions. Furthermore,

�uM = 1

ene

∑
β

nβqβ �uβ (65)

is the charge averaged ion velocity and

�J = ene(�uM − �ue) (66)

is the current density.
For the electrons, the quasi-neutrality assumption gives,

ne =
∑

β

nρ, (67)

as the electron density. Using the definition of current density presented in Eq. (66) we can
obtain the electron velocity. The standard fluid equation,

∂Pe

∂t
= −γ∇(Pe �ue) + (γ − 1)�ue∇ · Pe, (68)

is used to solve for the electron pressure. As this formulation illustrates it is not mathemati-
cally possible to cast the multifluid equations in a purely conservative formulation. Numeri-
cal techniques used for single fluid have to be adjusted to deal with this situation (Toth et al.
2012 discuss these issues in more detail). It is also worth noting that the energy equation
is only true for the hydrodynamic energy density and not the total energy density. In this
system to lowest order all the species move in the perpendicular directions with the E × B

velocity. As the magnetic field changes momentum can be transferred between the species
in the plasma.

4.2 Incorporation of Internal Plasma Sources in Global MHD Models

In addition to the solar wind plasma, there are various other sources of plasma present in
planetary magnetospheres. Plasma sources internal to a planetary magnetosphere may come
from the atmosphere/ionosphere, such as the ionospheric outflows at Earth (Chappell 2015;
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Welling et al. 2015, this issue) and the planetary ions produced from the exosphere at Mer-
cury (Raines et al. 2015, this issue). In addition, plasma sources may originate from plane-
tary moons and this is especially the case for the gas giants, Jupiter (Bolton et al. 2015, this
issue) and Saturn (Blanc et al. 2015, this issue). Through processes like surface warming,
active plumes or surface sputtering by magnetospheric particles, moons of the giant planets
may possess significant sources of neutrals. The neutrals originating from the moons can be-
come charged particles through various mass-loading processes, thereby supplying plasma
to their parent magnetospheres. It is now well known that Io and Enceladus are the major
plasma sources of the magnetospheres of Jupiter and Saturn, respectively. The presence of
the internal plasma sources to some degree modifies the plasma distribution and composi-
tion within the magnetosphere, and in some cases can significantly affect the configuration
and dynamics of the magnetosphere. It is, therefore, important to include the internal plasma
sources in modeling the structure and dynamics of planetary magnetospheres. Here we pro-
vide an overview of the various approaches adopted to incorporate internal plasma sources
in global MHD models.

4.2.1 Impact of Ionospheric Outflows

The Alfvén speed in the high-latitude, low-altitude region above the ionosphere is usually
very high. Therefore, including this part of the magnetosphere in global magnetosphere
simulations imposes severe constraints on the allowable time step that can be used in nu-
merically solving the MHD equations. As a result, presently most global magnetosphere
models exclude this region (“gap region”) by placing their simulation inner boundaries at
altitudes between a couple of and several planetary radii. The ionosphere is conventionally
modeled in a separate module as a two-dimensional spherical surface where the electric
potential (thus the electric field) is solved for a given distribution of height-integrated con-
ductivity and field-aligned currents (FACs). The FACs are obtained directly from the MHD
model of the magnetosphere by first calculating the currents at or near the simulation inner
boundary and then mapping them along the dipole field line down to the ionosphere. The
electric field obtained from the ionosphere solver is mapped back along the field lines to the
magnetosphere boundary, where the E × B drift velocity is calculated and used to set the
boundary condition for plasma velocity. Given the way in which the coupling between the
magnetosphere and the ionosphere is treated in present global magnetosphere models, phys-
ical processes responsible for producing the ionospheric outflows usually are not directly
included in those models. In such cases, the introduction of ionospheric plasma into magne-
tosphere simulations typically is enabled through prescription of boundary conditions at the
low-altitude boundary of the magnetosphere model, similar to the way in which the solar
wind plasma is injected into the simulation domain at the sunward boundary. It is worth
noting that this type of treatment does not require significant modifications to the MHD
equations and is, therefore, relatively convenient in terms of numerical implementation.

Several different approaches have been adopted for adding ionospheric outflows in global
MHD models. A relatively simple method is to set the plasma density to relatively high
values at the inner boundary and fix it throughout a simulation run. For example, the multi-
fluid MHD model by Winglee et al. (2002) specified constant densities for the light (H+)
and heavy ionospheric species (O+) at their simulation inner boundary. Pressure gradients
and/or other effects (e.g., centrifugal acceleration and numerical diffusion) may drive the
ionospheric plasma to flow from the low-altitude boundary into the magnetosphere domain.
As such, the ionospheric plasma is added in the simulation in a passive manner in that the
outflow parameters are not explicitly set and controlled.
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In contrast to the passive method described above, some global models used methods
in which the outflow parameters, such as the source location, outflow density and velocity,
are explicitly specified at the low-altitude boundary of the magnetosphere model. Several
global modeling studies (e.g., Wiltberger et al. 2010; Garcia et al. 2010; Yu and Ridley
2013) performed controlled global simulations to examine the effects of the outflow source
location and intensity on the global magnetospheric configuration and dynamics. In these
studies, ion outflows were introduced in localized regions, such as the dayside cusp or the
nightside auroral zone, and the outflow rates were specified by setting the plasma density
and parallel velocity in the boundary conditions.

The choice of outflow parameters may also be made based on empirical outflow models.
For example, Brambles et al. (2010) incorporated in the LFM global simulation a driven
outflow model based on the empirical model by Strangeway et al. (2005), which was built
upon the FAST satellite observations. The empirical model provides a scaling relation be-
tween the average outflow flux and the average earthward-flowing Poynting flux, which is
calculated directly from the MHD model near the inner boundary. This approach in effect
enables a two-way coupling between the magnetosphere and the ionosphere, because the
outflow source location and intensity may vary in time depending on the magnetospheric
conditions.

More self-consistent implementation of ionospheric outflows may be achieved by cou-
pling a global MHD model with a physics-based ionospheric outflow model. Glocer et al.
(2009) coupled the Polar Wind Outflow Model (PWOM) into the SWMF to study the ef-
fects of polar wind type outflows on the coupled magnetosphere-ionosphere system. PWOM
includes important physical processes responsible for the transport and acceleration of the
ionospheric gap region between the magnetosphere and ionosphere. It takes inputs from both
the magnetosphere model (FACs and plasma convection pattern) and the upper atmosphere
model (neutral densities and neutral winds) to calculate the upwelling and outflowing of
ionospheric plasma. In return, the outflow fluxes obtained at the top boundary of the PWOM
model are used to set the inner boundary conditions of the magnetosphere model.

4.2.2 Plasma Sources Associated with Planetary Satellites

Different from the Earth’s magnetosphere where the magnetospheric plasma comes either
from the solar wind or the ionosphere, the bulk of the magnetospheric plasma in the gi-
ant planet magnetospheres originate predominantly from planetary satellites. At Jupiter, the
major plasma source is the volcanic moon, Io, which supplies plasmas to the Jovian magne-
tosphere at a rate of 260–1400 kg/s (Bagenal and Delamere 2011). At Saturn, the dominant
source of magnetospheric plasma is the icy moon, Enceladus, which produces predomi-
nantly water-group ions to the magnetosphere at a rate of 12–250 kg/s (Bagenal and De-
lamere 2011). At both planets, the presence of internal plasma sources plays a crucial role in
shaping the magnetosphere. It is, therefore, essential to include the internal plasma sources
associated with the moons in global models of the giant planet magnetospheres.

There are, in general, two types of approaches used for incorporating plasma sources
associated with moons. One relies on prescription of boundary conditions, similar to the
approach outlined above for incorporating ionospheric outflows into Earth’s magnetosphere
models. For example, the global MHD model by Ogino et al. (1998) which was first ap-
plied to Jupiter and later adapted to Saturn (Fukazawa et al. 2007a, 2007b), does not ex-
plicitly include in the simulation domain plasma sources associated with moons. Rather,
the model included the internal plasma sources by fixing plasma density and pressure in
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time at the inner boundary, which was placed outside of the main regions in which moon-
associated plasmas are added to the systems. Similarly, in the multi-fluid MHD model ap-
plied to Saturn’s magnetosphere, Kidder et al. (2009) held the densities of various plasma
fluids fixed near their simulation inner boundary to mimic the addition of new plasma from
Enceladus.

The other approach used in the modeling of the giant planets’ magnetospheres incorpo-
rates internal plasma sources associated with moons in an explicit manner. The neutral gases
emanating from the moons in the Jovian and Saturnian magnetospheres are distributed in a
broad region forming plasma and neutral tori, which mass-load newly created charged par-
ticles which then modify the plasma flow in the system via electromagnetic forces (see a
review by Szegö et al. 2000). This occurs not only near the vicinities of the moons, but also
over extended regions of space. It is desirable to self-consistently take into account this ef-
fect in a global magnetosphere model. This can be done by incorporating appropriate source
and loss terms into the MHD equations described above. One can derive the mass-loading
source terms for MHD using first-principles from the Boltzman equation (Cravens 1997;
Gombosi 1998). Terms describing the change of the plasma phase-space distribution due
to collisional processes, including ionization, charge-exchange, recombination, and elastic
collisions, can be included in the Boltzman equation. Appropriate velocity moments can
then be taken to obtain the source terms associated with various mass-loading processes
for the continuity, momentum and energy equations of MHD. One advantage of this method
over the boundary condition method is that it describes in a self-consistent way the change of
mass, momentum and energy of magnetospheric plasma due to mass-loading. This approach
has been used in global models of the giant planets’ magnetospheres, such as the SWMF ap-
plications to Saturn’s magnetosphere by Hansen et al. (2005), Jia et al. (2012a, 2012b), and
Jia and Kivelson (2012) and the global MHD model of Jupiter’s magnetosphere by Chané
et al. (2013).

4.3 Hybrid Models

The most common hybrid approach used in simulating space plasmas treats the ions kinet-
ically and the electrons as a massless charge neutralizing fluid. In the hybrid regime, the
density, temperatures and magnetic field is such that the ions are essentially collisionless.
On the other hand the electrons have relatively small gyroradii and may undergo an order
of magnitude or more collisions. Thus the electrons are described as a massless collision-
dominated thermal fluid. There are finite electron mass hybrid schemes in existence, which
will not be discussed here. Hybrid schemes have been around for many years thus the inter-
ested reader should see the reviews by Brecht and Thomas (1988), Lipatov (2002), Winske
et al. (2003), and the references therein for historical perspectives. The most recent review
is that of Ledvina et al. (2008), where the following brief description is taken from.

The hybrid approach starts with the following assumptions.

(i) Quasi-neutrality is assumed,

ne =
∑

i

ni (69)

Thus the displacement current is ignored in Ampere’s law (Eq. (74)). This assumption is
valid on scales larger than the Debye length. The assumption breaks down when the grid
resolution is finer than the Debye length. This also implies that ∇ ·J = 0, and removes most
electrostatic instabilities.
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(ii) The Darwin approximation is assumed.

This approximation splits the electric field into a longitudinal part EL and a solenoidal part
ET . Then ∇ ×EL = 0 and ∇ ·ET = 0 and ∂ET /∂t is neglected in Ampere’s law (Eq. (74)).
This allows the light waves to be ignored. It also removes relativistic phenomena.

(iii) The mass of the electrons is taken to be zero.
(iv) The electrons collectively act as a fluid.

Thus the electron plasma and gyrofrequencies are removed from the calculations. This
means that high frequency modes are not present, such as the electron whistler. By using
these last two assumptions there is no longer a physical mechanism to describe the system
behavior at small scales. The Debye length and the magnetic skin depth are not meaningful
in this scheme. This sets the limit on the cell size that should be used to at least an order
of magnitude larger than the electron skin depth c/ωpe. It is possible to use cell sizes less
than the ion skin depth but the results are meaningless. The chosen cell size should resolve
the ion kinetic effects (e.g. gyroradius and ion skin depth). If the cell size is much larger
than the kinetic scales all that is accomplished is the creation of the world’s most expensive
MHD simulation.

With these assumptions the hybrid scheme solves the following ion momentum and po-
sition equations for each particle:

dv

dt
= q

mi

[E + v × B] − ηJ total (70)

dx

dt
= v (71)

where J is the total current density and η is the plasma resistivity. The electron momentum
equation can be written as:

E = 1

nie

[
(∇ × B) × B − J i × B − ∇(neTe) + ηJ total

]
(72)

With the electron temperature given by:

∂Te

∂t
+ ue · ∇Te + 3

2
Te · ue = 2

3ne

ηJ 2
total (73)

Here Te is the electron temperature and ue is the electron velocity. Note that (73) does not
include the effects of thermal conduction, but that can be added if appropriate. Ampere’s
law becomes:

∇ × H = J i + J e (74)

where J i and J e are the ion and electron current densities. The magnetic field is obtained
from Faraday’s law, given below:

∇ × E + ∂B

∂t
= 0 (75)

The electric field contains contributions from the electron pressure gradient, resistive ef-
fects and Hall currents. The scheme correctly simulates electromagnetic plasma modes up to
and including the lower portion of the whistler wave spectrum (well below the electron cy-
clotron frequency, ω � ωce). Shock formation physics is included, therefore no assumptions
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or shock capturing techniques are needed to capture a shock. The time step is determined by
the ion cyclotron frequency. This comes at the price of the loss of electron particle effects
and charge separation. Some small-scale electrostatic effects can be included through the
resistivity terms. The resistivity terms can also be used to stabilize the numerical scheme
used to solve the equations by adding it in as a small amount of artificial resistivity.

4.4 Magnetosphere-Ionosphere Coupling

The ionosphere-magnetosphere coupling is not a process in itself. It is rather a chain of
processes that act as a control loop between the dynamics of the ionospheric and of the
magnetospheric plasmas connected by conductive magnetic field lines as shown in Fig. 8.
A modification of the transport in one region has consequences on the transport in the con-
jugate region and that affects in turn the initial transport in the first region. For example, the
convection in the magnetosphere results in convection in the ionosphere (see Fig. 9). The
plasma dynamics in one region is constrained by the dynamics in the other. For each region,
the ionosphere-magnetosphere coupling could be assimilated to some kind of interactive
boundary conditions (representing the interaction with the conjugate region) that need to be
solved self-consistently with the dynamics of the region considered.

In a first approach, the ionospheric plasma exhibits local-time, latitudinal, seasonal vari-
ations but forms a continuous conductive shell embedded in the high-altitude planetary at-
mosphere. It lies at the footprints of conductive planetary magnetic field lines that connect
it to different magnetospheric regions. The polar cap magnetic field lines are open with one
footprint in the polar ionosphere and the other end extended to large distances downtail, in
the so-called lobes. The lobe plasma is believed to be diluted and therefore does not develop
significant couplings with the ionosphere. Near the equator, the magnetic field lines remain
fully embedded in the topside ionosphere and do not reach the magnetosphere. Between
the polar cap and the equatorial strip, the magnetic field lines are closed with both foot-
prints in the ionosphere and their apex reach the magnetosphere. Near the planet, a region
called “plasmasphere” filled with cold plasma of ionospheric origin in corotation with the
planet may exist, as well as radiation belts with very energetic particles trapped on closed
orbits around the planet. The so-called “plasmasheet” represents the main plasma reservoir
in the magnetospheres of Earth, Jupiter and Saturn. The transport mechanisms differ for
each planet: they involve corotation, outward diffusion from inner plasma sources or earth-
ward convection of plasma ultimately extracted from external sources (solar wind), but all
result in the formation of a dense and hot plasma sheet, confined near the equatorial plane
and extending up to large distances down tail. The conductive magnetic field lines allow
electric field transmission, current circulation and particle exchanges. The effects of these
magnetic-field-aligned processes are enhanced when they involve dense and dynamical re-
gions such as the ionosphere and the plasmasheet, resulting in significant consequences on
the dynamics of both regions at large scales as well as at local or transient scales.

The coupled ionosphere-magnetosphere system can be described by a feedback loop
derived from various investigations in the terrestrial environment (Vasyliunas 1970; Wolf
1979; Harel et al. 1981; Fontaine et al. 1985; Peymirat and Fontaine 1994) as illustrated in
Fig. 13, where the magnetospheric plasma is indicated in the top row. External sources such
as the planetary rotation or the solar wind-magnetosphere dynamo contribute to produce
large-scale electric fields in the magnetosphere, which combine with the magnetospheric
magnetic field to drag this magnetospheric plasma into a large-scale motion. Smaller-scale
processes, instabilities, phase space diffusion processes, etc. add smaller-scale motions and
contribute to the global and local plasma distribution and current circulation in the magne-
tosphere.
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Fig. 16 Feedback loop illustrating the ionosphere-magnetosphere coupling with magnetospheric (red), iono-
spheric (blue) and field-aligned (green) electrodynamic parameters and processes. Black rectangles represent
external sources

Field-aligned processes are shown in the second row of Fig. 16. On one hand, the current
closure ∇ · jM = 0 in the magnetosphere, where jM is the magnetospheric current den-
sity, implies a current circulation along magnetic field lines j ‖ down to the ionosphere. On
the other hand, particles with pitch-angles smaller than the atmospheric loss cone reach the
ionosphere at the footprint of magnetic field lines: they contribute to the field-aligned cur-
rents. The mirror effect due to the magnetic field line convergence limits the particle fluxes
that reach the ionosphere and thus the field-aligned current density transmitted to the iono-
sphere. Current-voltage relations, such as those proposed by Knight (1973) (see Eqs. (39)
and (40)), predict that parallel potentials can develop and increase the field-aligned current
density when the available precipitating fluxes cannot match the current density required
by the current closure in the magnetosphere. Ionospheric particles can also escape from the
ionosphere, in particular electrons which are very mobile along magnetic field lines. They
carry return currents due to a favorable effect of the mirror force from the ionosphere to-
ward the magnetosphere. It is generally difficult to measure particle outflows of ionospheric
origin due to their low energy, except if they are accelerated (see Chappell 2015).

The UV and EUV solar radiation contribute to create an ionospheric layer in the high-
altitude atmosphere. The dynamics of the ionosphere is governed by the ionospheric Ohm’s
law:

j I = σ (E + V n × B) (76)

and the ionospheric current closure equation:

∇ · j I = 0 (77)
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where j I is the ionospheric current density, σ the ionospheric conductivity tensor, EI the
electric field at ionospheric altitudes, V n the velocity of the neutral wind, B the magnetic
field. In addition of this solar source, the fluxes of energetic magnetospheric precipitating
particles into the ionosphere contribute to produce the well-known auroral light emissions
and also ionization. The resulting conductivity enhancements and the presence of field-
aligned currents modify the distribution of perpendicular electric currents and electric fields
at the ionospheric level (bottom row of Fig. 16). This modification is finally transmitted
to the magnetosphere via magnetic field lines by taking into account the eventual presence
of parallel electric fields. This new electric field distribution modifies in turn the plasma
transport in the magnetosphere, which closes the feedback loop.

Finally, any modification/event at large or smaller scales that occurs in one region is
transmitted to the other one where it modifies its own dynamics. However, the possibilities
of exchanges of particles, momentum, and energy are limited by the plasma configuration
in each region. A mismatch between both regions can be overcome by the set up of field-
aligned electric fields and currents, in the limit of energy density available in each region.
These effects result in parallel particle acceleration and thus in light emissions when accel-
erated particles precipitate into the ionosphere/upper atmosphere.

4.4.1 Time-Varying Coupling

The above description does not only apply to quasi-steady ionosphere-magnetosphere cou-
pling, but works similarly at smaller-scales (see Lysak 1990 for a review). For example,
time-varying fluctuations in the magnetosphere or wave-particle interactions occurring dur-
ing plasma transport may generate Alfvén waves that carry field-aligned currents. These
currents close similarly through the ionosphere. They result in fluctuating effects in the
ionosphere that will affect auroras, conductivities, electric fields and currents. Fluctuating
conditions in the ionosphere are in turn transmitted to the magnetosphere via magnetic field
lines and produce fluctuating feedback effects. The superposition of initial and feedback
fluctuations can stabilize or destabilize the plasma; it can also give rise to periodic effects as
pulsations, formation of multiple arcs, etc.

Small-scale processes such as magnetic reconnection imply a connectivity interruption
and reconfiguration for a subset of magnetic field lines in a localized region. On the recon-
nection time scale, field-aligned processes cannot exist because of connectivity changes and
the ionosphere and magnetosphere dynamics are disconnected. This is not the case for the
time periods just before and after reconnection: important effects occur in both regions, re-
sulting in enhanced field-aligned couplings, i.e. large field-aligned particle fluxes, electric
fields and currents.

4.4.2 Planet-Moon Interactions

The interaction of magnetized planets with moons is another example of local feedback
processes. It depends on the electrical properties of the moons, or rather of the obstacle, and
on the flow characteristics (for a review, see for example Kivelson et al. 2004). The obstacle
can be the magnetic field, the atmosphere and ionosphere or the body itself depending of the
radial variation of the energy density. The magnetospheric flow is coupled to the planetary
ionosphere via magnetic field lines and this coupling drags the magnetospheric plasma at a
speed which may differ from the moons’ orbital velocity. If the flow velocity in the rest frame
of the moon were super-Alfvénic, it would produce a shock wave ahead of the obstacle as in
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the solar wind/magnetosphere interaction. Inside magnetospheres, the interaction velocity is
usually sub-Alfvénic.

In the case of an insulating body, the sub-Alfvénic magnetospheric flow is absorbed by
the surface, an initially empty wake appears downstream and the magnetic field exhibits
only weak perturbations. Ions can be created from various interaction processes between the
magnetospheric particles and the moon, and this so-called ion pickup source contributes to
the mass-loading of the magnetospheric flow.

In the case of a conducting body, the sub-Alfvénic magnetospheric flow slows upstream
of the body, the planetary magnetic field lines get bent and shear Alfvén waves are launched.
These waves carry field-aligned currents and they generate perturbations in the field which
are known as Alfvén wings. Alfvén wings form an angle ΘA with the initial magnetospheric
magnetic field:

θA = tan−1

(
VM

VA

)
(78)

where VM is the velocity of the magnetospheric flow, and VA the Alfvén velocity.
They extend down to the planetary ionosphere which allows the current closure. This lo-

calized ionosphere-magnetosphere coupling contributes to divert the magnetospheric plasma
flow around the conducting body and all along the Alfvén wings. It modifies locally the
properties in the magnetically conjugated ionosphere. For example, light emissions in the
ionosphere at the magnetic footprints of the Galilean moons in the Jovian magnetosphere
represent the signature of this localized ionosphere-magnetosphere coupling.

In the case of a magnetized body, the moon’s magnetic field creates a small magneto-
sphere inside the planetary magnetosphere. Up to now, Ganymede is the only known magne-
tized moon in the solar system. Although very small, Ganymede’s magnetosphere contains
features similar to terrestrial and planetary magnetospheres (e.g., Kivelson et al. 1998), as
the presence of a magnetopause, innermost regions protected by the internal magnetic field,
and auroras (Jia et al. 2009). One of the differences is that polar magnetic field lines from
Ganymede’s polar region connect the Jovian ionosphere at their other end. They carry field-
aligned currents and contribute to a local coupling between the planetary ionosphere and the
moon’s magnetosphere embedded in the magnetospheric flow.

5 Summary

In this paper, the basic and common processes, related to plasma supply to each region of
the planetary magnetospheres in our solar system, were reviewed. In addition to major pro-
cesses related to the source, transport, energization, loss of the magnetospheric plasmas, ba-
sic equations and modeling methods, with a focus on plasma supply processes for planetary
magnetospheres, are also reviewed. The topics reviewed in this paper can be summarized as
follows: Source Processes related to the surface (Sect. 1.1), ionosphere (Sect. 1.2), and solar
wind (Sect. 1.3). Section 2 is dedicated to processes related to the transport and energiza-
tion of plasma such as Axford/Hines cycle (Sect. 2.1), Dungey cycle (Sect. 2.2), rotational
driven transport and Vasyliunas cycle (Sect. 2.3), field-aligned potential drop (Sect. 2.4),
non-adiabatic acceleration (Sect. 2.5), and pick-up acceleration and mass loading (Sect. 2.6).
In Sect. 3, loss processes related to the tail reconnection and plasmoids (Sect. 3.1), charge ex-
change (Sect. 3.2), and precipitations into planets (Sect. 3.3) are reviewed. Section 4 contains
an overview of basic equations and modeling methods, which includes MHD simulation
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(Sect. 4.1), incorporation of internal plasma sources in global MHD models (Sect. 4.2), hy-
brid models (Sect. 4.3), and magnetosphere-ionosphere coupling (Sect. 4.4). The review pro-
vides the basic knowledge to understand various phenomena in planetary magnetospheres
described in the following chapters.
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