
R E S E A R CH A R T I C L E

Improved plasma stoichiometry recorded by laser ablation
ionization mass spectrometry using a double-pulse
femtosecond laser ablation ion source

Andreas Riedo | Rustam Lukmanov | Valentine Grimaudo |

Coenraad de Koning | Niels F. W. Ligterink | Marek Tulej | Peter Wurz

Physics Institute, Space Research and

Planetary Sciences, University of Bern,

Sidlerstrasse 5, Bern, 3012, Switzerland

Correspondence

A. Riedo, Physics Institute, Space Research and

Planetary Sciences, University of Bern,

Sidlerstrasse 5, 3012 Bern, Switzerland.

Email: andreas.riedo@space.unibe.ch

Funding information

Swiss National Science Foundation; Swiss

National Science Foundation, Grant/Award

Number: 193453

Rationale: Femtosecond (fs) laser ablation ion sources have allowed for improved

measurement capabilities and figures of merit of laser ablation based spectroscopic

and mass spectrometric measurement techniques. However, in comparison to longer

pulse laser systems, the ablation plume from fs lasers is observed to be colder, which

favors the formation of polyatomic species. Such species can limit the analytical

capabilities of a system due to isobaric interferences. In this contribution, a double-

pulse femtosecond (DP-fs) laser ablation ion source is coupled to our miniature Laser

Ablation Ionization Mass Spectrometry (LIMS) system and its impact on the recorded

stoichiometry of the generated plasma is analyzed in detail.

Methods: A DP-fs laser ablation ion source (temporal delays of +300 to – 300 ps

between pulses) is connected to our miniature LIMS system. The first pulse is used

for material removal from the sample surface and the second for post-ionization of

the ablation plume. To characterize the performance, parametric double- and single-

pulse studies (temporal delays, variation of the pulse energy, voltage applied on

detector system) were conducted on three different NIST SRM alloy samples (SRM

661, 664 and 665).

Results: At optimal instrument settings for both the double-pulse laser ablation ion

source and the detector voltage, relative sensitivity coefficients were observed to be

closer (factor of �2) to 1 compared with single-pulse measurements. Furthermore,

the optimized settings worked for all three samples, meaning no further optimization

was necessary when changing to another alloy sample material during this study.

Conclusions: The application of a double-pulse femtosecond laser ablation ion

source resulted in the recording of improved stoichiometry of the generated plasma

using our LIMS measurement technique. This is of great importance for the

quantitative chemical analysis of more complex solid materials, e.g., geological

samples or metal alloys, especially when aiming for standard-free quantification

procedures for the determination of the chemical composition.
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1 | INTRODUCTION

Sensitive measurement techniques using a pulsed laser to probe the

chemical composition of solids, e.g. Laser Ablation Inductively

Coupled Plasma Mass Spectrometry (LA-ICP-MS), Laser-Induced

Breakdown Spectroscopy (LIBS), or Laser Ablation Ionization Mass

Spectrometry (LIMS), are applied in various fields in academic and

industrial research to quantitatively investigate the chemical

composition of solid samples. Applications range from, e.g., chemical

imaging of highly heterogeneous geological and/or biological

samples,1–9 to the dating of solids and mineralogical analysis,10,11 and

to the chemical analysis of high-performance materials used in

industry.12–16 LA-ICP-MS is among the most widespread laser-based

analytical technique due to its accurate quantification, high

reproducibility, and low limits of detection. Today, various hybrid

systems commercially exist that integrate both LA-ICP-MS and LIBS

instrumentation to extend the measurement capabilities for the

chemical analysis of solids.17–20

The application of a pulsed laser system to probe the analyte of

interest has many advantages, as structures down to tens

of nanometers can be targeted, layered materials can be chemically

profiled by consecutive laser pulses, and sample contamination via

handling can be minimized as no mechanical or chemical contact is

required during preparation, among others.9,21,22 With the

replacement of, e.g., nanosecond or picosecond laser systems with

powerful and stable ultra-fast pulsed femtosecond laser systems, the

analytical capabilities and figures of merit of all laser-based

measurement techniques have improved significantly, including,

e.g., minimized matrix effects and element fractionation effects due to

the absence of laser plasma plume interaction, improvement of spatial

resolution due to reduced heat dissipation, increased reproducibility

of measurements, enhanced ionization and stoichiometry, among

others.23–27 The application of femtosecond laser systems, however,

shows drawbacks as well, at least for LIMS and LIBS systems. The

resulting ablation plasma produced by such systems is colder and

the lifetime is shorter than those induced by longer pulsed laser

systems.28 The colder plasma temperature favors the formation of

polyatomic species in the ablation plume28 and, depending on the

analytical tool used for chemical quantification, the analytical

capabilities may be limited if the mass resolving power is not high

enough to discriminate against these isobaric interferences. For LIBS,

the shorter lifetime of the plasma decreases the signal-to-noise ratio

of detected signals and therefore limits the detection sensitivity.29

In this contribution, we quantify the analytical performance of a

collinear double-pulse (DP) femtosecond (fs) laser ablation ion source

that is coupled with our LIMS system.30 The measurement will show

that, at optimal instrument settings, in particular of the DP laser

ablation/ionization source and the detector, the relative sensitivity

coefficients (RSC), required for quantification of the chemical

composition of solids, can be improved significantly; they scatter

closer to 1. The application of a DP-fs laser ion source was introduced

previously in LIBS and LA-ICP-MS instrumentation (see, e.g.,29,31–34).

In LIBS, post-heating of the plasma by a second laser pulse allows for,

e.g., a longer-lived plasma and, as a result, improved detection limits.

In LA-ICP-MS, the DP measurement scheme allowed, e.g., for the

generation of a more fine-grained aerosol, which is highly favorable

for the ICP. Recently, we demonstrated by studies on a Mg sample

that the application of the DP mode allowed an increase in ion yield

relative to the single-pulse (SP) mode by a factor of up to about 30.30

In the current study, we apply longer than typically applied delays

between the two laser pulses and analyze monoatomic ions produced

in such a configuration. To the best of our knowledge, this is the first

contribution reporting about the impact of a DP-fs system on the

quantitative performance of a LIMS system with the second pulse

used for post-ionization of atoms.

2 | EXPERIMENTAL

2.1 | Sample materials

For performance characterization, measurements on three different

National Institute of Standards and Technology (NIST) standard

reference material (SRM) alloys were conducted: SRM 661, 664, and

665. Prior to measurements, the top surface was removed

mechanically with a diamond file and cleaned using an argon ion

sputter gun (ion energy of about 3 keV, a 10 degree incident angle,

and sputtering time of about 20 min).23 The samples were selected

for this study because many previous studies were conducted on

these samples using our miniature LIMS system to which different

laser systems were connected, from nanosecond35,36 laser systems

(operated at IR and UV wavelengths) to femtosecond laser systems.23

2.2 | Laser ablation ionization mass spectrometer

The measurement capabilities and principles of operation of the mass

spectrometric system used for the performance characterization of

the DP ablation ion source are described in detail in various scientific

contributions.3,23,36–38 Therefore, only a brief description of the

measurement principles of the system, based on SP laser ablation, is

given in the following.

The system used for recording mass spectra is a miniature (mass

analyzer with 160 � Ø 60 mm) reflectron-type time-of-flight (TOF)

mass spectrometer that was originally designed for the in situ analysis

of the chemical composition of solids on planetary surfaces. The mass

spectrometer is located within a vacuum chamber and a beam guiding

system is used to guide the laser pulses towards the entrance window

of the chamber. The laser pulses are focused by an optical lens system

positioned directly above the mass analyzer, through the system, and

towards the sample surface, which is positioned roughly 1 mm below

the entrance ion optics of the mass spectrometer. In the current

design, only positively charged species can enter the ion optical

system. At the entrance of the system the ions are accelerated,

focused, and confined into the field-free drift path of the mass

analyzer. At the ion mirror, the ions are reflected towards the
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multichannel (MCP) detector system37 by passing the field-free drift

path for a second time. The ions are separated in the field-free drift

paths according to their mass-to-charge ratio, following the TOF

measurement principle. The quadratic equation m(t) = k0(t � t0)
2 is

used for the conversion of a TOF to a mass spectrum, where k0 and t0

are fitting constants. Note that the mass resolving power of this

miniature mass analyzer allows for discrimination of different

isotopes, but is not sufficient to resolve isobaric interferences,

e.g., doubly charged 56Fe cannot be distinguished from singly charged
28Si. In this study, only two out of four anodes of the MCP detector

system were used for the characterization of the DP ion source. A

high negative voltage at the front, and a less negative voltage at the

back of the MCP stack (chevron configuration), are applied to guide

the released electrons towards the anodes. The back voltage was kept

during the measurements at �300 V, while the front was varied in the

measurements. The applied detector voltage mentioned in

the following refers to the high negative one. Two high-speed ADC

cards (each with two channels, channels were combined on each card

resulting in a doubled sampling rate of 3.2 GS/s, 12-bit vertical

resolution, with onboard processing capabilities) were used for the

recording of TOF spectra. For characterization of the recorded mass

spectra, in-house written software is used, which allows for, e.g., TOF

to mass scale conversion, peak integration, and the calculation of RSC

values.39 In this study, we consider certified elements in the SRM

samples until Fe for calculation of RSC values. Iron is the most

abundant species in these samples and gain-loss was observed which

affects the derived RSC values. Similar to our earlier studies, the RSC

value of a certain element is calculated via measured abundance

divided by the NIST certified abundance. The samples are positioned

below the mass spectrometer using a three-dimensional (3D) micro-

translation stage with micrometer positioning accuracy. The complete

instrument setup, including laser system, acquisition card, sample

stage and delay stage (discussed in the following), are fully controlled

remotely by in-house written software.

The fs laser system used in this study is operated at a wavelength

of λ = 775 nm and a laser pulse repetition rate of 1 kHz, and

produces pulse widths of τ �190 fs. The mechanical realization of the

collinear DP system was described in detail in Tulej et al,30 and is

described only briefly in the following. The fundamental laser beam

(p-polarization) is first transformed to an s-polarized beam via a half-

wave plate (denoted as WP in Figure 1) installed directly at the output

of the laser system before being split into two beams. An

s-polarization sensitive 50/50 beam splitter (denoted as BS1) was

used for beam splitting. The pulses from one beam are guided to a

static beam guiding system (defined as P1) that is composed of a

static retroreflector system and a polarization-sensitive attenuator

(denoted as A). In comparison to the first realization of the DP system

described in Tulej et al,30 this static retroreflector was added to the

beam guiding system because it enables correction for small

deviations between the travelling paths between both laser beams.

Further, it allows the same beam characteristics, such as the

polarization of both beams. It is known that the integration of

retroreflector systems affects the polarization of the incoming beam;

see, e.g., the technical note from Thorlabs regarding the integration of

a prism retroreflector or theoretical calculations.40,41 Pulses from the

second beam are guided to a dynamic beam guiding system (denoted

as P2). The latter system is composed of a retroreflector that is

positioned on a remotely controlled linear stage with a traveling

distance of 300 mm. The dynamic guiding system is installed in such

way that delays relative to P1 of +300 to –300 ps can be realized

with time increments of �300 fs. The energy of both laser pulses can

be changed by either adjusting the output power of the main laser

system or using the attenuator installed in the static beam guiding

system. A second beam splitter (BS2) is used finally to recombine the

beams of both beam-guiding systems. From that position, both pulses

follow the same beam path towards the mass spectrometer.

2.3 | Measurement procedure

For the quantification of the effect of the DP ion source on the

analytical performance of the system, multi-parametric studies are

required (e.g., applied pulse energy, the delay between P1 and P2,

etc.). First, a laser irradiance campaign (16 different pulse energies in

the range of �400 nJ to 7.48 μJ were applied) in SP mode was

conducted on SRM 664. Each measurement of different pulse energy

was performed on a new and unused sample position. A total of

100,000 laser shots were applied on each sample position for each

pulse energy, resulting in 100,000 spectra, which were stored on the

host computer in packages of 1000 histogrammed spectra, resulting

in 100 saved TOF spectra. This campaign allowed to define, e.g., the

laser ablation threshold, the maximum pulse energy before observing

space charge effects, and, most importantly, the pulse energy

conditions where stable ablation can be observed. Note that SP

measurements were conducted using the static beam guiding system

(P1, see Figure 1) because of the integrated beam attenuator that

allows easy adjustments of the laser pulse energy. Subsequently,

F IGURE 1 Schematics of the collinear DP-fs laser ablation ion
source. The integrated retroreflector positioned on a remotely
controlled linear stage allows for variation of the delay between both
laser pulses with delay increments of �300 fs. Further information is
given in the text
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dense raster campaigns were applied on NIST 664 to investigate the

impact of the delay between P1 and P2 on the plasma stoichiometry.

The raster campaign consisted of 2000 sample positions with a pitch

of 30 μm and was repeated for three different pulse energies (1.8 μJ,

2.1 μJ, and 2.7 μJ) with both pulses set at the same energy. Each

sample position in the raster campaign involved a different delay

between P1 and P2 with a delay increment of �300 fs. For each

delay, four files of 4000 spectra were recorded and saved on the host

computer. These raster campaigns were required to define, e.g., the

zero delay between both pulses from P1 and P2, the delay where the

hottest plasma conditions can be observed (reduction of polyatomic

species), or the regime where mostly post-ionization of the generated

plasma occurs. With the knowledge of these regimes, measurement

campaigns conducted with the single- and double-pulse scheme

(where the total applied pulse energy in both campaigns was the

same) were conducted on fresh and unused sample positions. At

optimal measurement conditions (laser and detector settings), DP

measurements were finally extended to SRM 661 and 665 to assess

the broader applicability of the found measurement parameters.

3 | RESULTS AND DISCUSSION

Through the SP laser irradiance campaign, the laser ablation threshold

(close to 1 μJ), as well as the regime where a stable ablation is

obtained, was identified. Stable and continuous ablation occurred at

about 1.8 μJ, whereas at lower pulse energies, only major abundant

elements were identified in the recorded and histogrammed spectra

(data not shown). The information of, e.g., the ablation threshold is of

importance for the application of the DP ion source. DP studies near

but above the ablation threshold energy (considering first laser pulse

applied) have several advantages, including, e.g., reduced surface and

space charge effects. These effects impact the spectral quality; peak

distortion and spectral jitter are reduced, which in turn improves the

mass resolution. Moreover, for sufficiently low plasma densities, less

laser radiation shielding effects occur and the second laser pulse can

penetrate through the plasma plume more efficiently.

In Figure 2, the recorded signals (integrated peak intensity) of
56Fe+ (right panels) and 56Fe2

+ (left panels) of two delay campaigns

conducted at a total applied pulse energy of 2.1 μJ and 2.7 μJ are

presented (the detector was operated at voltages of �1850 V and

�1900 V for the 2.7 μJ and 2.1 μJ campaign, respectively). Note that

each data point corresponds to the mean of the recorded signal of the

four histogrammed TOF spectra (each file is a histogram of 4000

spectra). A moving average filter (window size of three data points)

was applied for better visualization of the recorded data. Iron is the

major abundant element of NIST 664 and, hence, the positively

charged dimer 56Fe2
+ can be formed and observed readily in the

plume. The delay campaigns show three different regimes; R1 where

a zero delay between both pules is achieved, R2 where conditions

with the hottest plasma are reached, and R3 where mostly post-

ionization takes place (see notations in the top left panel). A similar

signal trend was reported in an earlier publication where

measurements were conducted in DP mode on a Mg sample.30 At a

zero delay (indicated with a dashed line), which is virtually identical to

the situation where one single laser pulse with double energy is

applied (see discussion below for Figure 3), a small signal

enhancement can be identified (see insert in the bottom left panel).

Note that the raster campaigns were conducted with a delay accuracy

of �300 fs for the identification of the zero delay. A slight

imperfection at zero delay between both laser pulses may result in a

slightly reduced signal due to potential interference effects. Right and

left from this localized signal enhancement a smooth drop is

recognizable, which is then followed by a large increase in the signal,

F IGURE 2 Two pulse delay campaigns conducted at two different total pulse energies are shown (2.1 μJ and 2.7 μJ). The time shift between
both pulses was probed between –300 and +300 ps. In total, 2000 delays were investigated, with a delay increase of �300 fs between each
step. For both campaigns, the recorded signal of 56Fe2

+ (left panels) and of 56Fe+ (right panels) are plotted. Three regimes can be identified (see
top left panel), with R1 corresponding to the regime of zero delay, R2 to the hottest plasma condition, and R3 to the regime where mostly post-
ionization of the neutral atoms in the ablated plume takes place
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forming the regime of hottest plasma conditions at a delay of about

25 ps, comparable with our previous study conducted on a Mg

sample.30 At these conditions, neutral species that are produced

during the ablation process are efficiently post-ionized, resulting in a

significant increase in the overall recorded signal. Note that the

increase in recorded signal for atomic species is higher than

the production of, e.g., positively charged dimers at hottest plasma

conditions, leading to a net reduction in such species contribution, as

also determined by Tulej et al.30,42 For the measurement conducted at

a pulse energy of 2.7 μJ (see Figure 2), a net gain of positively charged
56Fe relative to the dimer 56Fe2 of �10% was observed. Note that the

effect of DP post-ionization is more efficient at lower applied pulse

energies. This effect is expected because the post-ionization is more

efficient having a lower density plasma produced.30 Note that, before

starting these delay campaigns, special attention was given to achieve

equal pulse energy and comparable ablation profiles for both pulses.

This explains why the signal evolution in Figure 2 is almost

symmetrical around zero delay. After passing the hot plasma

conditions, a steep drop in recorded signal is observed, which is

comparable with our earlier study conducted on a Mg sample (see

Tulej et al, fig. 4).30

For verification, i.e., if the DP mode with zero delay between the

two pulses produces a comparable signal to SP mode, three

measurements of both modes working at the same total energy of

3.5 μJ and detector voltage of �1850 V were conducted (see

Figure 3). Note that, for this study, as shown in Figure 3, the pulse

energy of 3.5 μJ was selected, because from SP measurements it is

known that a pulse energy of 3.5 μJ allowed for stable and continuous

material ablation (ablation threshold was observed at �1 μJ). The

shown measurements are an accumulation of 100,000 single mass

spectra (100 files, each corresponding to a histogrammed spectrum of

1000 single spectra). Note that the y-axis scaling is identical for both

panels and that the recorded signal is displayed in log-scale. In

comparison to the SP measurements, a slightly lower recorded signal

can be observed for the DP measurements at zero delay. This effect

can be attributed to the accuracy of �300 fs for the identification of

the zero delay between both laser pulses. As discussed in the

previous paragraph, a slightly imperfect overlap between both pulses

results immediately in a reduced signal. Interestingly, small differences

between the conducted SP and DP ablation measurements were

observed. In comparison to the SP measurements, in all three

measurements conducted in DP mode lower intensities for Ti and S

were observed. The SP measurements are in line with previous

measurements; typically, a much higher ion yield of Ti relative to

other monoatomic ions was observed. In the study of Neuland et al,43

measurements were conducted on four geological standard materials

and Ti showed consistently an elevated RSC value at the level of

about 10 (fig. 5 in Neuland et al43). In the DP measurement, the

measured signal of Ti is lower, which is closer to the actual

stoichiometry of the ablated material. Interference effects in close

vicinity of a perfect zero delay might be a possible source for this

observation – the electrons can be heated for a slightly longer time

which might improve the ionization of the ablated material. In

addition to this observation, a better resolved mass spectrum is

observed for the DP measurement, which may be accounted to,

e.g., reduced surface charge effects. This observation cannot be

generalized for all DP measurements. For instance the DP

measurement displayed and discussed in the following Figure 4 shows

a comparable mass resolution to the SP measurement (see mass-

to-charge region of the Fe isotopes). Note that the ion optical system

of the employed TOF mass spectrometer can typically handle low

intensity plasmas better than high intensity ones.

A similar observation of reduced ion yield of Ti was found in DP

measurements conducted at hottest plasma conditions (see regime R2

in Figure 2). The left panel of Figure 4 shows a section of the

simulated mass spectrum of NIST 664 around Ti, whereas, in

the middle and right panels, the actual SP and DP measurements are

shown. Again, both the SP and DP measurement campaigns were

conducted at almost identical measurement settings. The applied

pulse energy was �3.4 μJ and �3.5 μJ for the DP and SP

measurement campaign, respectively. Both measurements were

performed with the same detector voltage of �1850 V. The shown

parts of the SP and DP spectra correspond to histogrammed spectra

of 30,000 spectra each. All three spectra are normalized to 54Fe+. The

F IGURE 3 Mass spectra of NIST 664 recorded in SP mode (left) and DP mode (right), both recorded at the same total applied pulse energy of
3.5 μJ. The delay in the DP mode was zero (R1 regime in Figure 2). In comparison to the SP measurement, slightly lower intensities are observed
for the DP measurement. Note that the scaling of both panels is identical
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simulated spectrum (all elements have RSC = 1) was generated using

our in-house designed analysis software that provides the option to

simulate spectra with, e.g., user-defined noise, observed mass

resolution, or element/isotope abundances of a reference sample.39 It

can be clearly asserted that the Ti abundances recorded in the DP

measurements match much better the known composition as shown

in the simulated spectrum, while the relative recorded intensity of Ti

in SP mode is significantly too high. This indicates that post-heating

and post-ionization of the generated plasma with the second pulse

improves the quantitative measurement at these specific instrument

settings and pulse delay (hottest plasma condition).

Optimal measurement settings in view of element RSC could be

derived by tuning (i) the delay of the second pulse in DP mode,

(ii) total pulse energy, and (iii) applied detector voltage (an increase of

ion signal, e.g., 30 times, can lead to ion detector saturation effects).

Concerning the pulse delay, optimal measurement conditions were

identified for measurements conducted in regime R3 (delay of

�300 ps), with a total applied pulse energy of � 5.8 μJ. Furthermore,

the optimization included the reduction of the applied voltage at the

MCP stack detector. A higher total applied voltage results in higher

gain but also increases the probability to induce gain losses. Optimal

detector settings were found at moderate amplification conditions to

avoid such saturation effects and gain losses. A total potential

difference of about 1450 V was applied over the MCP stack, which

represents a compromise between signal amplification37 and detector

saturation and gain loss. Nevertheless, a sensitivity drop was

observed at the arrival of 54Fe ions, which is the second-highest

abundant isotope of Fe, with iron being the most abundant element in

all three investigated samples. To stay away from the detector

limitations, we limited the analysis of RSC values for certified

elements arriving earlier than 56Fe, more precisely until 55Mn.

In Figure 5, the RSC values of three different measurement

conditions are shown. Note that all the measurements were

conducted at the same detector voltage and applied total pulse

energy of �5.8 μJ. The left panel contains RSC values for NIST

664 derived from SP and DP measurements (R2, hottest plasma

conditions). The right-hand panel presents the RSC values derived

from the three NIST SRMs 661, 664, and 665 samples at the best

instrument settings (delay �300 ps, pulse energy of �5.8 μJ, and

applied detector voltage of � �1750 V). Note that the detector

voltage and the total applied pulse energy were kept the same for the

individual measurements inside the same panel.

The RSC values for SP measurements (Figure 5, left panel) scatter

around the trend line of 1 (dashed line), which is comparable to

previous measurements. Surprisingly, the RSC values for the DP

measurements conducted at the hottest plasma regime scatter slightly

more than the SP measurements. A possible explanation could be that

the produced number of ions cannot be accounted for correctly by

the ion optical and detector system of our miniature LIMS system.

The situation is very different for measurements conducted at optimal

conditions (pulse delay and energy, and detector voltage). As can be

observed in the right panel of Figure 5, the scatter of the RSC values

is much less, values are closer to 1. Note that Al was not considered

for calculation of RSC values because of potential isobaric

interferences with doubly charged 54Fe. Note that for measurements

conducted on SRM 665, the RSC values of N and O are shown as well

F IGURE 5 Left: RSC values
calculated for the case of DP
measurements at hottest plasma

conditions (R2) and SP measurements at
the same total pulse energy. Right: RSC
values derived for best instrument
settings in the DP mode, i.e., pulse
energy, pulse delay, and detector gain. In
comparison with the RSC values
displayed on the left side, the RSC factors
scatter much closer around 1 in a fully
optimized system operated in DP mode
at the optimal delay

F IGURE 4 Left: Simulated mass spectrum
of NIST 664 around Ti; middle: single-pulse
(SP) measurement; right: DP measurement at
hottest plasma conditions (R2, see Figure 2).
For comparison, the simulated and recorded
signals were normalized to 54Fe+. The total
applied pulse energy was almost identical in
the SP (�3.5 μJ) and DP (�3.4 μJ)
measurement mode
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and match very well with the trend line representing RSC = 1. These

are the only two elements shown for which NIST provides a non-

certified estimate abundance based on a single instrument technique,

rather than a certified abundance as for all other shown elements. In

addition to the graphical representation of the RSC values derived for

the measurements show in Figure 5, the improvement can be

quantified using the following two equations:

a¼1
n

Xn

i

log RSCið Þj j; and b¼ 1�að Þ�100;

where RSCi denotes the RSC value of element i and n the number of

RSC values available for the quantification. The absolute value of the

logarithmic value of the RSC is required because in this way both RSC

values of 0.1 and 10 have the same weight for the quantification of the

sum (both are a factor of 10 off). The closer a is to 0, and b is to 100, the

better the quantification of the elements by the applied instrument

setting. Note that for this calculation, only the RSC values derived for

SRM 664 are considered (SP measurement, DP measurement

conducted in hottest plasma conditions, and DP at optimal conditions,

see Figure 5). For the SP measurement, we derive for a = 0.31 and

b = 69, for the DP hottest plasma conditions a = 0.67, b = 33, and for

DP at optimal conditions a = 0.14 and b = 86. This quantification

shows that the DP measurements conducted at optimal conditions are

by a factor of about 2 closer to the optimal situation (14% off for DP

measurements at best settings, and 31% for the SP measurements). As

mentioned before from visual inspection of Figure 5, the quantification

shows as well that the DP measurements conducted at hottest plasma

conditions were less optimal than the SP measurements. Tulej et al30

showed that the post-ionization at hot plasma conditions is very

effective. However, in this study, such conditions might lead to a too

dense plasma of positively charged species, which may exceed the

capabilities of the ion optical system of our miniature TOF-MS system,

which in turn would lead to limited resolution in the TOF spectrum,

limiting the accuracy of, e.g., peak integration.

At the optimal conditions, lower signal intensity was typically

observed as well, which may reduce the detection sensitivity of the

applied instrument. However, such conditions may still be of high

importance when a matrix-matched standard is not available for the

analysis of an unknown sample. Important to note is that the larger

RSC scatter (e.g., left panel of Figure 5) is not a limiting factor for the

mass spectrometric quantification of solids using LIMS. In case a

matrix-matched standard is available, the RSC values derived from the

standard can be applied to an unknown sample, even if the applied

measurement conditions lead to a larger variation in RSC values

between different elements.

4 | CONCLUSIONS

Previous studies have shown that the coupling of femtosecond (fs) laser

systems to the LIMS technique allows for the improvement of various

figures of merits, ranging from clean and reliable chemical depth

profiling to improved stoichiometry of the generated plasma. In this

contribution, we demonstrate that the application of a DP-fs laser

ablation ion source leads to an improved stoichiometry of the generated

plasma. The second laser pulse supports the ionization of the atoms

generated during the ablation as a result of the first pulse, which overall

improves the stoichiometry of the recorded plasma. The optimization of

both laser settings (delay and pulse energy) and detector system

allowed the identification of the most suitable measurement conditions.

Calibration factors, RSC values, for the investigated NIST steel alloys

SRM 661, 664, and 665 are observed to be close to 1, which is of

interest to measurement campaigns on unknown samples where the

availability of matrix-matched reference samples is limited.
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