Icarus 210 (2010) 424-435

Contents lists available at ScienceDirect

[carus

journal homepage: www.elsevier.com/locate/icarus

Titan’s atomic hydrogen corona

P. Hedelt**, Y. Ito ¢, H.U. Keller ¢, R. Reulke ¢, P. Wurz{, H. Lammer &, H. Rauer®", L. Esposito’

2 Institut fiir Planetenforschung, Deutsches Zentrum fiir Luft- und Raumfahrt, Rutherfordstr. 2, 12489 Berlin, Germany

b Laboratoire d’Astrophysique de Bordeaux, Université de Bordeaux — CNRS, 2, rue de I'Observatoire, BP 89, F-33271 Floirac cedex, France

€Japan Manned Space Systems Corporation, Tsukuba, Urban Square Tsuchiura Bldg., 1-1-26 Kawaguchi Tsuchiura-shi, Ibaraki Prefecture 300-0033, Japan
d Max-Planck-Institut fiir Sonnensystemforschung, Max-Planck-Str. 2, 37191 Katlenburg-Lindau, Germany

€ Institut fiir Verkehrsforschung, Deutsches Zentrum fiir Luft- und Raumfahrt, Rutherfordstr. 2, 12489 Berlin, Germany

f Physikalisches Institut, Universitdt Bern, Sidlerstrasse 5, CH-3012 Bern, Switzerland

& Space Research Institute, Austrian Academy of Sciences, Schmiedlstr. 6, A-8042 Graz, Austria

h Zentrum fiir Astronomie und Astrophysik, Technische Universitit Berlin, Hardenbergstr. 36, 10623 Berlin, Germany

University of Colorado, Laboratory for Atmospheric and Space Physics, 1234 Innovation Drive, Boulder, CO 80303-7814, USA

ARTICLE INFO ABSTRACT

Arfiflf-’ history: Based on measurements performed by the Hydrogen Deuterium Absorption Cell (HDAC) aboard the Cas-
Received 13 November 2009 sini orbiter, Titan’s atomic hydrogen exosphere is investigated. Data obtained during the T9 encounter are
Revised 4 June 2010 used to infer the distribution of atomic hydrogen throughout Titan’s exosphere, as well as the exospheric
Accepted 10 June 2010 temperature

Availabl line 30 2010 . . o
vailable online 30 June The measurements performed during the flyby are modeled by performing Monte Carlo radiative trans-

fer calculations of solar Lyman-o radiation, which is resonantly scattered on atomic hydrogen in Titan’s

exosphere. Two different atomic hydrogen distribution models are applied to determine the best fitting
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Ultraviolet observations density profile. One model is a static model that uses the Chamberlain formalism to calculate the distri-
Satellites, Atmospheres bution of atomic hydrogen throughout the exosphere, whereas the second model is a Particle model,
Spectroscopy which can also be applied to non-Maxwellian velocity distributions.

The density distributions provided by both models are able to fit the measurements although both
models differ at the exobase: best fitting exobase atomic hydrogen densities of
ny=(1.5+0.5) x 10 cm > and ny=(7+1) x 10 cm 3 were found using the density distribution pro-
vided by both models, respectively. This is based on the fact that during the encounter, HDAC was sen-
sitive to altitudes above about 3000 km, hence well above the exobase at about 1500 km. Above 3000 km,
both models produce densities which are comparable, when taking into account the measurement uncer-
tainty.

The inferred exobase density using the Chamberlain profile is a factor of about 2.6 lower than the den-
sity obtained from Voyager 1 measurements and much lower than the values inferred from current pho-
tochemical models. However, when taking into account the higher solar activity during the Voyager flyby,
this is consistent with the Voyager measurements. When using the density profile provided by the par-
ticle model, the best fitting exobase density is in perfect agreement with the densities inferred by current
photochemical models.

Furthermore, a best fitting exospheric temperature of atomic hydrogen in the range of Ty=(150-
175) + 25 K was obtained when assuming an isothermal exosphere for the calculations. The required exo-
spheric temperature depends on the density distribution chosen. This result is within the temperature
range determined by different instruments aboard Cassini. The inferred temperature is close to the crit-
ical temperature for atomic hydrogen, above which it can escape hydrodynamically after it diffused
through the heavier background gas.
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of nitrogen (N, 96%) and methane (CHy4, 4%). The low surface tem-
perature of 94 K (Fulchignoni et al., 2005) and the low surface grav-
ity of Titan (1.35ms 2) give rise to a completely different
atmospheric chemistry than on Earth. The coupled chemistry be-
tween nitrogen and methane leads to high atmospheric abun-
dances of complex nitrogen/carbon compounds, caused primarily
by the breakup of methane into carbon and hydrogen compounds
in the upper atmosphere, which is induced by solar ultraviolet
radiation (see e.g. Strobel, 1983). The low gravity of Titan allows
atomic hydrogen to escape effectively from the atmosphere, result-
ing in a low atmospheric hydrogen abundance and hence a rich
hydrocarbon production.

Titan’s neutral exosphere consists mainly of N,, CH4, H, and H.
The exobase densities (at an altitude of about 1500 km) of the for-
mer three constituents have been recently measured in situ by the
Ion Neutral Mass Spectrometer (INMS, Waite et al., 2004) aboard
the Cassini orbiter. The density of atomic hydrogen, however, could
not be measured directly. In the past, the exobase density of atomic
hydrogen has been inferred only once from measurements during
the Voyager 1 flyby in 1980 (Broadfoot et al., 1981). Atomic hydro-
gen exobase densities inferred from current photochemical models
that rely on recent data acquired by Cassini are up to a factor of
two higher than the Voyager measurement (cf. Table 1).

The exospheric temperature has been determined by instruments
aboard the Cassini orbiter. These measurements indicate exospheric
temperatures in the range of 149 Kup to 250 K. In order to understand
the evolution of Titan’s atmosphere, it is important to determine the
exospheric temperature more precisely, since the critical tempera-
ture above which atomic hydrogen on Titan features diffusion-lim-
ited hydrodynamic outflow is reached above about 178 K.

This work aims at deriving the exospheric atomic hydrogen
density distribution based on data from the Hydrogen Deuterium
Absorption Cell (HDAC) aboard the Cassini orbiter, which have
been obtained during the Cassini T9 flyby in 2005. We furthermore
concentrate on determining the exospheric temperature.

HDAC was originally designed to directly determine the D/H ra-
tio from their respective Lyman-o emission lines. Since the deute-
rium absorption cell is not working properly due to contamination
with atomic hydrogen, we only use data from the hydrogen cell to
determine the atomic hydrogen distribution in Titan’s exosphere.

This paper is structured as follows: Section 2 summarizes the
latest information about Titan’s exosphere and the atomic hydro-
gen content of the exosphere. Section 3 gives a detailed instrument
description, followed by a summary of the measurements during
the T9 flyby in Section 4. Our radiative transfer model is described
in detail in Section 5. In Section 6 the density models are summa-
rized which calculate the distribution of atomic hydrogen within
the radiative transfer model boundaries. Finally the fit to measured
data is performed in Section 7. The paper finishes with the results
and conclusions in Section 8.

2. Titan’s exosphere

The exosphere represents the transition region from the gravi-
tationally bound atmosphere to free interplanetary space. Within

Table 1
Overview of atomic hydrogen exobase densities found in the literature.
Exobase density (cm—) Method Reference
(1.5+0.5) x 10* Chamberlain model This work
4.0 x 10* Measurement Broadfoot et al. (1981)
46 x 10* Model Garnier et al. (2007)
7.0 x 10* Model Krasnopolsky (2009)
(7.0 +£1.0) x 10* Particle model This work
8.0 x 10* Model de La Haye et al. (2007b)

the exosphere, the mean free path of an atmospheric particle is
greater than the scale height of the atmosphere, hence collisions
between particles become negligible. The main neutral compo-
nents of Titan’s exosphere are N,, CHy H, and H (de La Haye
et al., 2007b; Cui et al., 2009; Magee et al., 2009), which has been
confirmed recently by INMS measurements.

The exobase is commonly defined as the altitude where the
mean free path of an atmospheric particle is equal to the scale
height of the atmosphere. In reality, the transition between the
atmosphere and the exosphere however extends over a significant
altitude region. Titan’s exobase altitude has recently been deter-
mined in situ by INMS measurements. By fitting the measured N,
and CH,4 data, exobase altitudes between 1400 km and 1500 km
have been determined by de La Haye et al. (2007b). For this paper,
we place the exobase at 1500 km.

Furthermore, de La Haye et al. (2007b) found temperatures be-
low 1500 km altitude in the range of 149-158 K. Above the exo-
base, the authors fitted the data using the method of
Chamberlain (1963) to determine exobase temperatures of 149-
205 K when fitting the N, data, whereas for CH, temperatures in
the range of 149-223 K are necessary to fit the data. Above
1700 km, de La Haye et al. (2007a) found an enhanced suprather-
mal population. To account for this, they constructed another exo-
spheric model based on the Liouville theorem. They found that an
exobase energy distribution using a kappa function, which is
essentially the sum of Maxwellian functions, as well as an analyt-
ical power function were able to fit the measured N, and CH,4 pro-
files. Most recently, Cui et al. (2009) determined a global
temperature of 151.0+ 1.5 K below 1500 km altitude based on
INMS data during 15 flybys. The temperature was inferred using
a simple barometric relation to fit the N, data. As a comparison,
data obtained during the Voyager Titan encounter in 1980 yielded
a thermospheric temperature in the range of 153-158 K (Vervack
et al., 2004). The exospheric temperature has also been constrained
using data from the Ultraviolet Imaging Spectrograph (UVIS, Espos-
ito et al., 2004) to 150-250 K (D. Shemansky, private communica-
tion). The determination of the exobase temperature is important,
since atomic hydrogen in Titan’s atmosphere is close to diffusion-
limited hydrodynamical outflow conditions.

Simultaneous to fitting exospheric temperatures, de La Haye
et al. (2007b) have also determined the neutral densities of N,
and CH,4. Furthermore, Cui et al. (2008) determined the H, density
using INMS data. Unfortunately, the density of atomic hydrogen
could not be measured directly by the INMS instrument. This is be-
cause the INMS chamber walls have a certain probability to adsorb
atoms and molecules entering the instrument orifice, which may
further undergo complicated chemical processes at the walls be-
fore being released with a time delay (Vuitton et al., 2008). Atomic
hydrogen is very reactive hence INMS atomic hydrogen measure-
ments are not reliable.

There exists only one atomic hydrogen exobase density inferred
from direct measurements. From Lyman-o observations of Voy-
ager, Broadfoot et al. (1981) reported an exobase atomic hydrogen
density of 4 x 10* cm~3. However, current photochemical models
that rely on latest data from the Cassini mission provide exobase
densities that are higher than the measurement by a factor of up
to 2. Garnier et al. (2007) used an updated version of the Toublanc
model (Toublanc et al, 1995) and obtained a density of
4.6 x 10* cm>. de La Haye et al. (2007a) have inferred the exobase
density from modeling fast neutrals in the exosphere with a hot to
thermal neutral atomic hydrogen ratio of 5 x 107>, They give a fast
neutral exobase density of 4 cm~>, from which a thermal atomic
hydrogen exobase density of 8 x 10 cm™ can be derived, which
is higher than the densities published before. The fast neutral exo-
base density has been derived from photochemical modeling,
whereas the hot to thermal neutral ratio has been inferred using
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a method based on the Liouville theorem, as described in de La
Haye et al. (2007b). Most recently, Krasnopolsky (2009) found an
exobase density of about 7 x 10 cm 3 from photochemical model-
ing. Thus, the exobase atomic hydrogen densities found in the lit-
erature range from 4 x 10* cm> up to 8 x 10* cm 3 (cf. Table 1).

Titan’s atmospheric hydrogen is mainly produced by the disso-
ciation of methane at approximately 700 km and higher (Wilson
and Atreya, 2004). The main pathway of the methane dissociation
is given by the following reactions (Wang et al., 2000), with q being
the branching ratio of each reaction:

CHs+hv — 'CH, +H, (q=0.584)
CHy+hv — CHs +H (q=0.291)
CHs+hv—CH+Hy, +H (q=0.07)
CHy+hv —CH; +H+H (q=0.055)

One key parameter for better understanding the origin of Titan’s
exosphere is the 0.024 eV/amu escape energy needed to escape
from Titan’s gravity (the escape velocity is esc =2115 m/s from
the exobase). For a nitrogen atom, 0.34 eV are needed to gravita-
tionally escape, for a carbon atom 0.29 eV, and for a hydrogen atom
only 0.024 eV. Hydrogen has thus a large scale height in the exo-
sphere and a significant atmospheric loss via Jeans escape.

Using INMS data, Strobel (2008, 2009) as well as Yelle et al.
(2008) found strong escape rates for N, and CHy. They required
slow hydrodynamic escape of these species in order to describe
the escape rates found. In their model they assumed that the up-
ward flow below the exobase is driven by thermal conduction from
below. This conduction furthermore acts above the exobase, yield-
ing the slow hydrodynamic escape.

However, Tucker and Johnson (2009) found no evidence for
slow hydrodynamic escape to act in Titan’s exosphere. Using an Di-
rect Simulation Monte Carlo (DSMC) model, they conclude that
either the Strobel model is incorrect or the size of the Jeans param-
eter (which will be discussed later) is not sufficient to describe the
deviations from Jeans escape. They found that thermal conduction
did not cause any significant enhancement in their model since it
does not apply above the exobase. Furthermore they found that
Strobel (2008, 2009) have scaled the hydrodynamic equations by
the escape flux, favoring large escape fluxes.

For H, Cui et al. (2008) found an escape flux from INMS mea-
surements, which is about three times higher than the respective
Jeans escape flux from Titan. However, Cui et al. (2008) found that
non-thermal escape mechanisms are not required to interpret the
loss of H, from Titan. The enhanced escape rate (relative to the
Jeans value) was found using an orthogonal series expansion in a
13-moment approximation defining a non-Maxwellian velocity
distribution function that includes the effects of both thermal con-
duction and viscosity. The effect of collisions between H, and N,
below 1600 km was found to be significant. The 13-moment model
interprets the enhanced escape as a result of the accumulation of
H, molecules on the high-energy portion of the velocity distribu-
tion function, primarily associated with the conductive heat flux.

Since atomic hydrogen is only a minor species, it diffuses
through the heavier background gas towards the exobase, where
it can escape. The critical value above which diffusion-limited
hydrodynamic outflow of atomic hydrogen occurs, is given when
the Jeans escape parameter A(r) is lower than a critical value of
1.5. The escape parameter is the ratio of the potential to kinetic
energy:

GMmy  v?
— — esc 1
kgT.1c 115 ’ (1)

A(r)

with G being the gravitational constant, M the mass of Titan, my the
atomic hydrogen mass, r. the exobase radius, kg the Boltzmann con-

stant, and T, the exobase temperature, 7.5 the escape velocity and
v, the most probable Maxwellian velocity. With an exobase temper-
ature of T.=150K, one obtains for atomic hydrogen Ay=1.77,
which is slightly above the limit at which hydrodynamic escape oc-
curs. The critical temperature is reached at about 178 K.

With a distance to Saturn of about 21 Saturn radii, Titan is usu-
ally located inside Saturn’s magnetosphere, with a magnetopause
stand-off distance of about 23 Saturn radii (Bertucci et al., 2009).
Due to the lack of an own significant intrinsic magnetic field (Bac-
kes et al., 2005), Lammer et al. (1998) found that atmospheric sput-
tering by magnetospheric ions (protons and N* ions) becomes
important during this time, heating the thermosphere by an
amount of about 30 K. Under such conditions, they concluded that
Titan’s exospheric temperature may then reach or even exceed the
critical temperature, at which diffusion-limited hydrodynamic es-
cape of hydrogen atoms becomes important. However, Michael
and Johnson (2005) also investigated the energy deposition of pick-
up ions and found, contrary to Lammer et al. (1998), a much lower
increase in the exospheric temperature of only about 4-7 K caused
by energy deposition of N*.

With an escape parameter of Ay =1.77 one obtains a Jeans es-
cape flux of

P, Muvy(1 + An)exp (—Au) = 1.67 x 10° cm 2 571, (2)

1
N
assuming an atomic hydrogen density of ny =8 x 10*cm™ at the
exobase, as inferred from de La Haye et al. (2007b) as well as a most
probable Maxwellian velocity of z,=1573 m s~! using an exobase
temperature of T=150K. Integrated over the whole Titan sphere
this yields an escape rate of Qy =1.74 x 10*” s ! at the exobase or
6.95 x 10?6 57!, relative to the surface. However, note that since
atomic hydrogen is only a minor component in Titan’s upper atmo-
sphere and exosphere, it diffuses through the heavier background
gas towards the exobase, where it can escape. The atomic hydrogen
escape flux is hence limited by the diffusion through the homo-
pause. The Jeans escape velocity v = ®;/ny for atomic hydrogen is
then 7 =0.21kms™".

The photo-ionization lifetime of atomic hydrogen at Saturn’s
distance is about (0.58-1.2) x 10° s (adapted from Huebner et al.
(1992)). The charge-exchange of hydrogen atoms with either the
solar wind or planetary-magnetospheric protons is however dom-
inating: when the magnetopause of Saturn is compressed within
the orbit of Titan, the hydrogen lifetime along the unprotected or-
bit will be determined by the solar wind plasma, giving a lifetime
of about (3.3-5.0) x 107 s (Wolfe et al., 1980). If, however, the orbit
of Titan lies within the magnetosphere, the hydrogen lifetime is
determined by the co-rotating plasma giving a lifetime of about
(4.4-7.1) x 107 s (Smyth, 1981). The characteristic timescale for a
hydrogen atom thermally emitted from Titan’s exosphere is how-
ever much shorter. We found a characteristic timescale of
2 x 10*s for hydrogen atoms until they reach an altitude of
30,000 km above the exobase. Thus, for atomic hydrogen thermal
escape is the dominant escape mechanism acting in Titan's
atmosphere.

3. Instrument description

HDAC is part of the UVIS instrument aboard the Cassini orbiter.
It was designed to measure the relative abundance of atomic deu-
terium and hydrogen from their Lyman-o. emission at 121.533 nm
and 121.567 nm, respectively, from Titan’s and Saturn’s upper
atmosphere.

HDAC consists of three absorption cells separated by MgF,-win-
dows (see Fig. 1). The cells are filled with molecular hydrogen, oxy-
gen and deuterium, respectively. The MgF,-windows act as
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Fig. 1. Detailed overview of HDAC, which is part of the UVIS instrumental package aboard the Cassini orbiter.

broadband filters from 115 nm up to 7.5 pum, whereas the oxygen
cell should act as a narrow band filter from 115 nm to 140 nm.
Unfortunately, due to a handling failure, the oxygen cell was
vented prior to flight.

A 4.5 cm diameter MgF; lens in front of the instrument focusses
the incoming radiation onto a Channel Electron Multiplier (hereaf-
ter referred to as the photodetector), with a KBr photocathode.
Additionally, a baffle for suppressing scattered light is mounted
in front of the instrument. HDAC has a circular field of view
(FOV) of 3° in diameter. The photodetector is sensitive to radiation
from about 115 nm to 240 nm. Due to the missing filter provided
by the oxygen cell, HDAC is sensitive to a very broad wavelength
bandpass from 115 nm up to 240 nm. Above 140 nm the intensity
of the solar radiation increases rapidly with increasing wavelength,
yielding a very strong background source in the measurements.

Inside the hydrogen (H) and deuterium (D) cells, tungsten fila-
ments heat the gas and dissociate the hydrogen and deuterium
molecules into atoms. These resonantly absorb the hydrogen and
deuterium Lyman-« radiation passing through the cells. By switch-
ing the filaments on and off and measuring the differences in signal
strength, a direct determination of the relative H- and D-Lyman-«
line intensities can be made. Since the atom density in the cells de-
pend on the filament temperature, a set of different absorption “fil-
ters” can be realized.

Prior to the T9 flyby, HDAC was calibrated on the local interstel-
lar medium (LISM) as well as on Jupiter. The cell optical depths
determined during these inflight calibrations were lower than in
preflight calibrations (Regehly, 2003). The deuterium and hydro-
gen absorption cells of HDAC are therefore operated using a se-
quence of filament steps, defined by the maximum voltage level
(voltage step “7”) and cells off (voltage step “0”) during the flyby.

At a filament step of “7” the atomic hydrogen optical depth in
the H cell is tyy = 0.865 (Regehly, 2003), whereas the deuterium
optical depth in the D cell could not be determined. Furthermore,
during the cell calibration measurements of the LISM, it turned
out that the D cell is contaminated with a significant amount of
atomic hydrogen. Hence, an additional atomic hydrogen optical
depth of typ = 0.224 for the D cell must be taken into account when
considering the D cell measurements with a filament step of “7”.
The cell temperature for both absorption cells was 300 K.

Due to the change of relative velocity of Cassini with respect to
Titan during a flyby, the emitted lines are Doppler shifted with re-
spect to the absorption in the cell. Thus, during a flyby, HDAC is
able to scan through the emission line, providing a measurement
of the Lyman-« line shapes.

4. Measurements

HDAC has so far only been used once because of the previously
mentioned problems with the instrument. On December 26th,

2005 Cassini passed Titan during the T9 encounter. HDAC was
switched on at 17:53:34 h (UTC, timestep 0 in Fig. 8), having a dis-
tance to Titan’s center of 25468.9 km. Note that one timestep cor-
responds to an integration time of 9s (see above). The closest
approach was achieved at a distance of 12,985 km at 18:59:25 h
(UTC, timestep 419), increasing again to 23855.9 km at the end
of the observations at 19:59:33 h (UTC, timestep 840). The angular
diameter of Titan changed between 8° and 12° (lower panel in the
figure). During the encounter, HDAC was pointing to the subsolar
point on Titan's disc. After passing the terminator region after clos-
est approach, limb scans of Titan were performed (see red lines in
the lower panel of Fig. 8). During these limb measurements, Saturn
was in the FOV of HDAC, contributing to the measured signal (see
Fig. 2). The Doppler velocity changed from —4.70 kms~' at the
beginning to 4.94 km s~' at the end (see Fig. 8, center panel).

During the T9 flyby, HDAC performed 53 sequences of filament
steps, with a total detector integration time of 9 s per step. The count
rate at each step was measured using 72 single integrations for each
step, with a duration of 0.125s (72 x 0.125 s =9 s). One sequence
was made of 16 voltage steps, where both cells were switched off
during the first step. Afterwards the H cell was switched on for the
rest of the sequence and the D cell was switched on every second
step, hence the whole voltage sequence pattern reads
[0777777777777777] for the H cell and [0707070707070707] for
the D cell.

Fig. 2 shows the measured signal during the T9 flyby. Black dots
represent cell off measurements, whereas red and blue dots are
measurements where only the H cell and where both cells are
switched on, respectively. The intensity drops in the data arise
from FOV changes (for the first two drops at timestep 310 and
450), while at the third drop (timestep 720), Cassini performed
limb occultation scans, beginning with looking at the night side
of Titan. Due to the few cell off patterns (H=0, D =0, every 16th
step) the signal was undersampled during these FOV changes,
which is clearly visible in the data shown in Fig. 2.

At the beginning of the observations (timestep 0), HDAC measured
a count rate of 1.61 x 10*cts s~! in photometer mode (both cells
switched off). During the closest encounter above Titan’s terminator
region (timestep 413), the signal decreased to 1.41 x 10%ctss™'.
Afterwards, the signal increased rapidly due to Saturn being in the
FOV of HDAC during the above mentioned limb measurements.

When the H cell was switched on (red dots in Fig. 2), the cell al-
ready absorbed part of the incoming radiation although the Doppler
shiftis very large. Since the instrumentis pointing towards the sunlit
side of Titan we assume that the H cell has already absorbed a tiny
part of the H Lyman-o emission line, visible as a slight decrease in
the signal of 1.57 x 10* cts s~! contrary to 1.61 x 10* cts s~ in pho-
tometer mode. The maximal absorption took place during the closest
encounter when the Doppler shift was zero, giving a signal of
1.34 x 10%cts s~
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Fig. 2. Orbital parameters during the T9 encounter. Top panel showing the distance to Titan, the center panel showing Doppler velocity, and the bottom panel diameter of
Titan's disc and the size and position of the FOV projected on Titan’s disc (red lines). Here, the center red line indicates the footpoint of the FOV, whereas the adjacent lines
correspond to the FOV boundaries. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

To determine the amount of radiation absorbed by the H cell
and to remove the background provided by the missing oxygen
cell, we take the difference signal of measurements taken in pho-
tometer mode (Ip) and measurements with the H cell switched
on (I). Due to the undersampled signal, strong spikes occur during
FOV changes. To eliminate these spikes we use the average value of
cell measurements one step before and after measurements per-
formed in photometer mode. This decreases the number of data
points to 52 throughout the observation but increases the signal-
to-noise ratio significantly. The final difference signal is shown in
Fig. 3, giving the absorbed signal of the Lyman-« radiation emitted
by Titan.

5. Radiative transfer model description

In this section a detailed description of our radiative transfer
model is given which we use to calculate the transfer of Lyman-a
radiation within Titan’s exosphere. The description also includes
the simulation of the measurement performed by HDAC during

the T9 flyby. Since HDAC is moving with time during the encoun-
ter, the radiative transfer calculations are split into two parts. The
first part considers the transfer of radiation within the exosphere,
whereas the second part takes into account the amount of radia-
tion scattered into the instrument at a certain spacecraft position
during the encounter. The second part is hereafter referred to as
the “Data Sampling model”. However in this work the entire radi-
ative transfer model (including both parts) will be referred to as
the “Monte Carlo radiative transfer model”.

5.1. Radiative transfer model

In order to calculate the scattering positions within our model
exosphere, we use the Monte Carlo method to solve the radiative
transfer of solar Lyman-« radiation. A certain number of Lyman-o
photons is traced from the point of emission (or at the beginning
from the source) to the point of absorption (or the point, where
the photon leaves the model without any further interaction).
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We assume a spherical symmetric model exosphere with an
isothermal temperature profile. In the model only resonance scat-
tering of solar radiation on atomic hydrogen and absorption by
methane is considered. The density distribution throughout the
model exosphere is provided by two different models that will
be described in detail in Section 6. The scattering direction is as-
sumed to be isotropic and polarization of the scattered emission
is ignored. Note that the phase function for resonance scattering
is not exactly isotropic, but for simplicity reasons we have chosen
to neglect the small non-isotropy. We allow for pure absorption by
methane molecules. Hence, photons are lost either by escape
through the upper or lower model boundaries or via absorption.

The lower model boundary is set to 780 km altitude and is
hence well below the exobase defined in Section 2. We assume that
all photons reaching the lower boundary will be absorbed by
methane, as this is the altitude where CH,4 is mainly photolyzed
(see Section 2). The upper boundary altitude at 30,000 km has been
chosen to be well above the Cassini spacecraft altitude during the
T9 flyby measurements. Varying the model boundaries does not
have any influence on the result. For the lower boundary almost
all Lyman-o photons are already absorbed above the exobase,
whereas for the upper model boundary the exosphere is already
optically thin for resonance scattering.

The x-axis connects Titan’s center and the Sun’s position via the
subsolar point on Titan’s exobase. The y- and z-axes are chosen to
be perpendicular, spanning a right-handed coordinate system. The
orientation of both the y- and the z-axis is chosen arbitrarily.

The rotation of Titan is not considered within the radiative
transfer model, since the rotational velocity of Titan is small com-
pared to thermal velocities of atomic hydrogen. Miiller-Wodarg
et al. (2008) have found strong thermospheric winds reaching
about 150 m s~!. These winds do not have any effect on the parti-
cles in the exosphere since collisions are negligible here. Further-
more, the effect of radiation pressure on the hydrogen atoms is
not taken into account, since radiation pressure becomes impor-
tant only above a distance to Titan of 314,709 km or 122.21 Ryjtan.

The incident solar radiation is assumed to enter the sunlit hemi-
sphere of the model at the upper model boundary in a parallel beam,
being perpendicular to the y-z-plane. The initial coordinates of the
photons are thus chosen from a source distribution with x > 0. They
are initially flying into the anti-sunward direction k = (-1,0,0).

Using the Monte Carlo method, single photons leaving the
source in a given direction represent a large set of N real photons.
Since a number fraction of N; photons will be absorbed on the way
through the exosphere within the model, the photon’s weight
W = N;/N is introduced, which is initially set to unity at the source.

The wavelength of the incident photons is chosen from a rectan-
gular source distribution centered at 1215.67 A. The solar Lyman-o
profile has a width of about 1 A and a central depression. Only this
central depression is considered in this work, which is approxi-
mately constant over the wavelength range considered here. For
the calculations, photons are created with a random wavelength
chosen within a range of 0.0451 A, which corresponds to five times
the Doppler width, with a cell temperature of 300 K. This wave-
length range covers not only the total wavelength interval over
that HDAC scans within the measurements (total width of
0.0391 A), but furthermore covers photons that are started outside
the instrument bandpass and are scattered into it. A further in-
crease of the wavelength range covered was not found to change
the result.

Knowing the direction of a photon from its starting point Xs
(either the point of insertion or the last scattering point), a given
photon suffers an interaction (either scattering or absorption) after
traveling a random optical depth

7y = In(ry), 3)

where r; is a random number, uniformly distributed in the interval
(0,1).

In the model, the photons cross different density layers along
their path. The path is thus a sequence of distances L; (i=1,...,n)
towards the next layer, with Ly =X; — Xs and L, =X, — X;_1 (Xn:
model boundary). The density within a layer is assumed to be
homogeneous.

In order to determine the scattering positions within the model,
7, is compared to the accumulated optical depth 7, that the pho-
ton travels on its path through the atmosphere. The accumulated
optical depth is given by summing up the optical depth in each
layer i the photon crosses:

Tacc(/l) = Zn:[nH(l)UH(j) + Ncw, (i)O'CHq]Lj, (4)
i=1

with ny (i) and ncy, (i) being the atomic hydrogen and methane den-
sity in each layer crossed by the photon, respectively, ay(1) the res-
onance scattering cross section of atomic hydrogen, oqy, the
wavelength independent methane photodissociation cross section
and s; the length of the photon path in layer i.

For Lyman-o radiation, the methane photodissociation cross
section is independent of temperature and wavelength, being
Ocu, = 2.0 x 107" cm? (Vatsa and Volpp, 2001). The wavelength
dependent resonance scattering cross section of atomic hydrogen

however is given by
h—20\*
f( = ) } , (5)

with e, m, being the charge and mass of the electron, fi, the oscil-
lator strength of Lyman-o (fiy, = 0.4163), ug the permeability of free
space and A/p the Doppler width:

o, o [2ksT
Aip =" =\ T (6)

with kg being the Boltzmann constant, my the mass of a hydrogen
atom, T the exospheric temperature and c the speed of light. Note
here, that v, is the thermal velocity of atomic hydrogen. Eq. (5) as-
sumes that the scattering is isotropic in the atom’s frame of
reference.

The following cases are considered:

_ ﬁyzl‘oezzé
4/Tm.Alp

ou(4) exp

o If 7,> Taccrora, the photon is assumed to leave the exosphere
without being scattered or absorbed. Hence, the photon is no
longer considered in the calculations and a new photon is
released from the source.

o If T, < Taccrotal 1S fulfilled, the photon has suffered an interaction
within the medium. The exact position of the event in the exo-
sphere and the nature of the interaction is determined. At this
position, the photon may either be scattered by an hydrogen
atom or removed by absorption of methane. To economize com-
putational time, photons are not absorbed in the model but are
scattered further until they leave the model boundaries. There-
fore, the photon’s weight need to be adjusted in order to
account for this. This is done by weighting each photon by the
probability of absorption, which is simply given by

W =W - €xp(—Tcn,), (7)

with Wy4 being the weight of the photon before the interaction and
Tcy, being the total optical depth caused by methane on the path
from the last scattering point (or source) to the current position.
In order to prevent photons to be scattered infinitively close to
the lower model boundary, photons with a methane optical depth
exceeding a value of t¢y, > 100 are no longer treated and a new
photon is released from the source.
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The new direction of the photon after scattering is assumed to
be isotropic, hence can be calculated by

k, = cos ¢ sin 0,
k, = sin ¢ sin 0, (8)
k, = cos 0,

with the spherical coordinates being 6 =arccos(2r; —1) and ¢
=7(2r; — 1) and r; and r; being two independent random variables,
uniformly distributed in (0,1). The scattering angle o is given by
the scalar product between the photon’s incoming direction k and
the scattering direction k'. The scattering phase angle y is hence
y =7 — oy =0° is equivalent to forward scattering and y = 180° to
backward scattering.

The resonance scattering of solar radiation is a coherent process
in the rest frame of the hydrogen atom. In the case of the low den-
sities in Titan’s exosphere considered here, collisions of excited
atoms can be neglected. In the external frame, however, due to
the movement of the atoms, the wavelength of the scattered pho-
ton is redistributed due to the Doppler effect. The wavelength of
the scattered photon has thus a complex dependence on the wave-
length prior to the scattering, which is formally known as “partial
frequency redistribution” (Avery and House, 1968).

For the calculation of the scattered photon’s wavelength, the
angle-dependent redistribution function from Hummer (1962)
(case II in his paper) is used. Assuming a Maxwellian distribution
of velocities, the redistribution function is a probability distribu-
tion of the scattered wavelength as a function of incident wave-
length, and scattering phase angle y:

) d—d ’

yd+d vy
xu/;(asecz., 3 sec2>, 9)

where d’ and d are the initial and final wavelengths relative to the
line center in units of Doppler width, g(y) is the scattering phase
function, i is the Voigt function and o is the natural linewidth in
Doppler units. Since isotropic scattering is assumed, g(y) = 1/(4n)
applies. The final wavelength from this distribution is determined
by first choosing a random wavelength d, being uniformly distrib-
uted in the wavelength range considered in this work. Then, a sec-
ond random number y, uniformly distributed in the interval
(0,max(Ry)) is chosen, where max(R;;) denotes the maximum of
the function. If yg < Ry is fulfilled, the wavelength chosen before is
used, otherwise a new set of values for d and y, is generated. We
note that there exists another algorithm for randomly selecting
photon emission frequencies from a redistribution function by Lee
(1974), which will be used in further publications in a broader con-
text. However, for the sake of simplicity we have chosen to follow
the above mentioned approach.

Using the new direction and wavelength of the emitted photon,
the photon is followed until it leaves the model boundaries or is
absorbed (in the case where the absorption optical depth exceeds
a value of 100). Each photon is hence treated in a single way on
its way through the atmosphere.

5.2. Data sampling model

During the flyby of Cassini the altitude and position of the
spacecraft changed rapidly, scanning over the whole Titan disc.
In order to calculate the Lyman-« emission intensity measured
by HDAC during the flyby, every scattering point within the instru-
ment’s FOV is assumed to emit a photon towards the detector. This
assumption is based on the “splitting” technique described by

Hammersley and Handscomb (1964): after each scattering event,
the photon traveling into the new random direction K’ is split into
two, one of which travels into the direction of the detector ki, the
other into the direction K'.

Applying the splitting technique, the weight W of the photon
before the scattering event needs to be split: W =W’ + Wp, where
W' and Wp are the weights of the photon flying into the new ran-
dom direction and the weight of the photon flying into the direc-
tion of the detector, respectively. The other photon flying into
direction K’ hence continues its flight with a reduced weight of
W' =W — Wh. This is of importance in cases, where a given photon
undergoes two or more scattering events that lie within the FOV at
a given spacecraft position. This technique is applied to every scat-
tering point in the FOV of the instrument during the flyby. The
weight of the splitted photon flying towards the detector, Wp, is gi-
ven by Wp = W .- 2. Here, 2 is the probability that the photon
will finally be detected:

Zp(4) =pp(4) - 7 c(/p). (10)

Here, pp(4) is the probability, that the considered photon will
arrive at the instrument, and 7 ¢(/p) is the transmission function
of the cells. Since the photons are now forced to be scattered into
a different direction (towards the detector), a new wavelength for
the particular photon needs to be calculated, using the redistribu-
tion function (Eq. (9)) and the new scattering angle. In Eq. (10), 4 is
this new emission wavelength, whereas /p is the wavelength of the
photon under which it will be detected by HDAC. This is due to the
movement of the detector with respect to Titan:

),D:A+zo%, (11)

with zp being the Doppler speed of the spacecraft.

The arrival probability pp(4) includes the transmission from the
scattering point to the detector .7 (1), the solid angle probability of
the photon to enter the detector P, and the FOV sensitivity Srov(f):

Pp(4) = Po - 7(2) - Srov(B)- (12)

The transmission function of the cells is calculated using the cell
parameters:

)
Tc(ip) = exp {—rH -exp <ADMC °>} (13)

with A/c being Doppler width in the cells. When considering the
measurements performed in photometer mode only, the cell trans-
mission function is simply given by 7 ¢(4p) = 1.

Finally, taking the sum of the detection probability 2, for all pho-
tons that are scattered within the FOV and arrive at the detector at a
certain spacecraft position Xc,s yield the count rate for this position:

j
N(Xcas) = »_ P (14)
i=0

6. Exospheric density models

Direct measurements of densities in the atmosphere of Titan are
limited to altitudes below 2000 km. Especially in the upper atmo-
sphere only the heavier species can be measured, like nitrogen and
methane. The distribution of molecular hydrogen could also be
determined from mass-spectrometer data (Cui et al., 2009). How-
ever, there exists no direct measurement of the atomic hydrogen
distribution in the exosphere of Titan. The investigation of the radi-
ative transfer in Titan’s exosphere therefore requires the develop-
ment of an exospheric density distribution model, so as to
evaluate the altitude density profile. Above the exobase, where
the hydrogen atoms no longer follow a Maxwellian distribution
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Fig. 3. HDAC measurement during T9 encounter with Titan. Black dots are cell OFF measurements, whereas red and blue dots are measurements, where either the H cell or
both cells were switched on, respectively. The vertical dotted line indicates the time of closest approach of Cassini. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

of velocities (since collisions are negligible), two different exo-
spheric models are applied, briefly described in the following. Both
models require the exobase density and temperature as input
parameters to derive the density throughout the exosphere.

As a first approach we apply the exospheric model of Chamber-
lain (1963), which was developed to investigate the structure of
the terrestrial exosphere. Assuming a Maxwellian distribution of
velocities at the exobase and applying Liouville’s theorem, the
Chamberlain model implies that the velocity distribution function
above the exobase is also Maxwellian, truncated to include only re-
gions in the momentum space occupied by particles whose orbits
are controlled only by gravity. Any particle in the exosphere natu-
rally falls into one of four categories, based on orbital characteris-
tics, i.e., ballistic, bound, escaping, and incoming hyperbolic
particles. At any given point in the exosphere, each of the above
types occupies an isolated region in the phase space.

Particles in bound (satellite) orbits have perigees above the exo-
base, and therefore have a purely exospheric origin. The existence
of bound orbits depends on the balance of the rare collisions that
do occur within the exosphere with the rare destructive processes,
such as photo-ionization. Because in any collision-less model there
is no mechanism to establish a steady-state population of bound

particles, this category is excluded from the density calculations.
Incoming particles on hyperbolic orbits are also excluded since
they obviously require an external origin.

The particle densities are calculated by integrating over the
appropriate regions of the momentum space at any height, yielding
the distribution of density throughout the exosphere:

N(r) = ncexp~ =1L (A(r)), (15)

where n. is the density at the critical level r. (i.e. the exobase) and A
is the Jeans parameter given by Eq. (1).

The right hand side of Eq. (15) represents the hydrostatic equa-
tion multiplied by ¢, a partition function, which describes the orbits
of the particles released at the exobase, with { = {,a + {esc. Above
the exobase the density departs from the barometric law only as
orbits in certain directions and energy ranges become depleted.

As another approach, we use a Particle model from Wurz and
Lammer (2003) (furthermore referred to as the “Particle model”).
It has been applied to Mercury’s exosphere, to the lunar exosphere
(Wurz et al., 2007), as well as to Mars’s exosphere using the AS-
PERA-3 instrument aboard Mars Express (Galli et al., 2006). Using
the Monte Carlo method, the model follows the individual trajecto-
ries of particles released from the exobase through the exosphere
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Fig. 4. Difference signal of measurements performed in photometer mode (Ip) and when the H cell was switched on (I).
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until the particles cross the exobase layer again or cross the upper
model boundary. The initial particle velocities are chosen ran-
domly from a Maxwellian distribution and are released into a ran-
dom direction. In the model no assumptions are made for the
exosphere itself, for example barometric scaling or non-barometric
scaling; everything follows from the trajectory calculations. Trajec-
tory modifications due to radiation pressure are not considered in
the model, because these effects are negligible for atomic hydrogen
in Titan’s exosphere.

For the distribution of atomic hydrogen in the upper atmo-
sphere from 780 km up to the exobase, data obtained from the
photochemical model of Krasnopolsky (2009) are used. The dis-
tribution of atomic hydrogen above this level up to the upper
model boundary is calculated by the afore mentioned models.
Note that the choice of the hydrogen distribution below the
exobase has only a minor effect on the calculation result, since
almost all photons are absorbed by methane already above the
exobase. The methane profile used in the radiative transfer
model is taken from de La Haye et al. (2008) in the altitude
range from 780 km to 2000 km. Above, the methane profile
has been extrapolated again by using the Particle model (see
Fig. 4).

Using both models with a fixed exobase temperature of T= 150 K
and an exobase density of ny =1 x 10* cm™ (as shown in Fig. 4)
yields the main difference in the profiles both models produce. The
Chamberlain model yields higher densities in the upper exosphere;
the density decreases much faster with altitude using the Particle
model. At the exobase the Chamberlain model shows a strong
change of the density gradient: below the exobase the density de-
creases strongly with increasing altitude, and above the decrease is
much slower. This is also observed when using the Particle model,
however, the transition is much smoother. The different density gra-
dients below and above the exobase occur since below the exobase
hydrostatic equilibrium is maintained, whereas above particles are
ballistically flowing away from Titan.

7. Fit to measured data

Before fitting the modeled data to the observations during the
T9 flyby, we performed a parameter variation to infer the response
of the signal when taking the two different atomic hydrogen pro-
files provided by the density distribution models. Furthermore,
we varied the exobase density as well as the exospheric tempera-
ture, which are both input parameters for the density models.
Afterwards we compared the difference signal of calculations per-
formed with and without considering the absorption of the H cell
with the difference signal measured during the T9 flyby. For each
density profile, we performed a least squares fit, to determine
the best fitting exobase density and temperature.

We were able to fit both density profiles (see Fig. 5), however,
with a large difference in exobase densities. With a Chamberlain
model profile we found a best fitting exobase density of
nu=(1.5£0.5) x 10 cm™>, using an exospheric temperature of
Ty =(150+25) K. However, when using the profile provided by
the Particle model, we found that a best fitting exobase density
of ny=(7+1) x 10*cm™> together with an exospheric tempera-
ture of Ty =(175+25)K is required to fit the data, which can be
seen from Fig. 6. This difference in exobase densities results from
the different density gradients in the model profiles. The Chamber-
lain profile has a much higher density in the upper part of the exo-
sphere, allowing more photons to be scattered.

The reason for the difference in the required exobase densities
on the one hand and the ability to fit the profiles provided by both
exospheric model on the other hand is the altitude to which HDAC
is sensitive to. During the closest approach, Cassini had an altitude
of 10,410 km. At this point, the optical depth of the atmosphere at
Lyman-a as seen from the instrument becomes unity at an altitude
of about 3500 km (see thick lines in Fig. 6). Hence, HDAC is sensi-
tive to altitudes well above the exobase altitude. Above 3500 km,
the profiles provided by both exospheric models have comparable
densities, as can be seen in Fig. 7, where the density profiles above
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Fig. 5. Density distribution of atomic hydrogen, as calculated by the Particle model (solid line) and compared to the Chamberlain model (dotted line). The atomic hydrogen

exobase density chosen for both models was ny =1 x 10* cm ™3

, whereas the exobase temperature chosen was T =150 K. Additionally the methane density distribution is

shown (long-dashed line). The shaded area indicates the altitude range of HDAC during the T9 flyby.
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Fig. 6. Best fit to measured data. Thick black diamonds show the measured difference signal during T9. Small red and blue diamonds show the best model fit, using the
Chamberlain model profile and the Particle model profile, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article.)

3500 km are shown together with the uncertainty of the fit. To
determine, which exospheric model better describes Titan’s hydro-
gen exosphere, additional measurements with a lower noise level
are required at lower flyby altitudes.

Using the density profile computed by the Particle model, the
resulting exobase atomic hydrogen densities are in perfect agree-
ment with the value inferred by Krasnopolsky (2009). However,
when using the density distribution calculated by the Chamberlain
model, the best fitting exobase value is lower than the Voyager
measurement as well as the exobase density inferred from current
photochemical models (see Table 1).

During the Voyager 1980 Titan flyby, the solar Lyman-« irradi-
ance was about 1.5 times higher than during the T9 encounter.
During higher solar activity more hydrogen will be produced,
hence the atomic hydrogen exobase density will be higher. Unfor-
tunately there exists no publication describing the data retrieval
from the Voyager data for atomic hydrogen. When assuming that
also a Chamberlain profile has been used to fit the data, our atomic
hydrogen exobase density determined using a Chamberlain profile
is consistent with the Voyager measurements: with an exobase
density of 1.5 x 10% cm™3, we get a factor of 2.6 lower exobase den-
sity than Broadfoot et al. (1981), being 4 x 10* cm 3.
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The best fitting exospheric temperatures are within the range of
temperatures found by other Cassini measurements. INMS mea-
surements by de La Haye et al. (2007b) indicated a temperature
in the range of 147-228 K, when fitting a Maxwellian velocity dis-
tribution to the data, whereas measurements by the UVIS instru-
ment inferred an exospheric temperature of 150-250K (D.
Shemansky, private communication).

The best fitting temperature of 175 K required by using the Par-
ticle model for the density distribution is thus very close to the
critical temperature, above which diffusion-limited hydrodynamic
outflow of atomic hydrogen would occur. Nevertheless, the uncer-
tainty in the determination as well as the assumption of an isother-
mal exosphere does not allow a judgement, which conditions
applied for Titan at the time of the flyby.

8. Results and conclusions

This work provides for the first time information on the distri-
bution of atomic hydrogen in the upper exosphere of Titan. Based
on HDAC measurements performed during the Cassini T9 encoun-
ter, we performed Monte Carlo radiative transfer calculations to
simulate the measurements. HDAC was originally designed to di-
rectly determine the D/H ratio of the atmospheres of Saturn and Ti-
tan by measuring the relative abundance of atomic deuterium and
hydrogen from their Lyman-¢ emission at 121.533 nm and
121.567 nm, respectively.

Applying two different exospheric density models, we found
that due to a strong noise pattern in the data recorded by HDAC
and the high flyby altitude, the two models could be fitted to the
measurement. However, both exospheric models have their main
differences in the lower exosphere.

We first applied the widely-used Chamberlain model and found a
best fitting exobase atomic hydrogen densities of ny = (1.5 £0.5) x
10* cm~3, which is a factor of about 2.6 lower than the so far only va-
lue inferred from measurements by Voyager 1. Furthermore, the den-

sity is up to a factor of about 4.6 lower than current values from
photochemical models. We therefore applied a second model, which
does not rely on the truncation of the Maxwell-Boltzmann distribu-
tionin a collision-less exosphere. This model rather calculates the tra-
jectories of particles released from the exobase to infer the density
profile, without making assumptions about the exosphere. With this
model, we found a best fitting exobase density of ny=(7+1) x
10% cm~3, whichis a factor of 1.75 times higher than the Voyager mea-
surement. However, current photochemical models also indicate
higher exobase densities. Our best fitting density is in perfect agree-
ment with the value inferred from latest photochemical modeling
performed by Krasnopolsky (2009).

Furthermore, we were able to determine the temperature of Ti-
tan’s exosphere, assuming a temperature isoprofile. With a tem-
perature of Ty=(175+25)K, that we obtain when applying the
Particle model, the flux of atomic hydrogen is close to diffusion-
limited hydrodynamic escape conditions. This temperature is com-
parable to other measurements by Cassini.

Based on the results of this work, HDAC will be used again dur-
ing two flybys in 2010. Having identified the undersampling as the
main source of uncertainties in the measurements of the T9
encounter, a different measurement strategy will be used during
these future flybys. Thus, these flybys will provide a more accurate
determination of the exospheric atomic hydrogen densities and
temperatures.
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