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1 Introduction
To evaluate the history and the evolution of our planetary system, data on the composition of
the planetary bodies and atmospheres, comets, and meteorites are crucial. For interpretation,
these data need to be compared to a baseline composition. Since the Sun contains about 99.9%
of the matter of the solar system, its surface composition closely reflects that of the protosolar
nebula (with the notable exceptions He, D, Li, and Be).

The surface composition of the Sun is measured either by optical means or by measuring
the composition of the plasma streaming away from the Sun, the solar wind. After more than
three decades of experimental and theoretical research on the solar wind, there are still a number
of fundamental questions unanswered:
• What produces the solar corona and how is it heated to temperatures 200–400 times higher

than the underlying photosphere?
• Where in the corona do the different types of solar wind originate?
• How is the mass transported from the photosphere through the chromosphere into the

corona?
• How is the composition of the plasma affected thereby?
• How are the particles in the corona, basically at rest, accelerated to form the supersonic,

superalfvénic solar wind?
• What role do plasma turbulence and waves play in the corona with regard to solar wind

formation?
To address these questions, it is necessary to collect of observational data on the solar wind
elemental and isotopic abundances of as many elements as possible.

Matter in the solar corona and solar wind originates from the outer convective zone
(OCZ) of the Sun. The abundances of some elements of the OCZ are well known from
spectroscopic observations of the photosphere, and the abundances of non-volatile elements and
their isotopes can be inferred with confidence from meteoritic data. The meteoritic abundance
data are based on CI chondrites, which are believed to be the most “primitive” objects in the
solar system [1]. Thus we have a set of solar abundances with which we can compare the
abundances measured in the solar wind and in solar energetic particles (SEP). The most recent
compilation of photospheric and meteoritic abundances was performed by Grevesse and Sauval
[2] and is reproduced in Table 1-1. The abundances of elements in the photosphere of the Sun
agree reasonably well in most cases with the meteoritic abundances. Table 1-1 lists the currently
known elemental abundances for interstream and coronal-hole solar wind as compiled by von
Steiger [3] and for the solar corona as derived from SEP events by Breneman and Stone [4].
SEPs are accelerated from the ambient corona and solar wind by a shock wave that is driven by
a coronal mass ejection; thus they can be used to infer the coronal composition.

On its way from the photosphere into the corona and the solar wind, the solar material
first encounters a temperature minimum of ≈4000 K, low enough for many elements to exist as
neutral atoms. Later, in the chromospheric temperature plateau of ≈104 K, these atoms are re-
ionized, presumably by the solar extreme-ultra-violet (EUV) radiation from the corona. Atoms
with a low first ionization potential (FIP) are ionized faster than atoms with a high FIP.
According to the current understanding, low-FIP elements are fed preferentially into the corona,
leading to an increased abundance (by a factor of about 4 compared to high-FIP elements) in the
slow solar wind and the solar energetic particle population [3; 5]. While this preference for low-
FIP elements in the composition of the solar wind is well established by observations, the
underlying physical processes leading to this fractionation are still the subjects of current
investigations. We will turn to this question in Chapter 2. In the lower corona the elements are
further ionized to higher charge states by the hot electron gas at a temperature of about
1–2 MK. These ions are further accelerated to become part of the solar wind, which carries
these particles out into the interplanetary space, where they can be analyzed in situ, for example,
at 1 AU as in the case of the SOHO mission (the Solar and Heliospheric Observatory).
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The data used in this study were measured with the Mass Time-of-Flight sensor
(MTOF) of the Charge, Element, and Isotope Analysis System (CELIAS) instrument [6] on the
SOHO spacecraft [7]. The MTOF sensor was designed to study the elemental and isotopic com-
position of the solar wind in a velocity range from about 300 to 800 km/s (this velocity range
depends on the element considered). As Table 1-1 demonstrates, there are still quite a few ele-
mental abundance determinations to be done, in particular for the solar wind but also for the
SEPs. Results of measurements of the elemental and isotopic composition of the solar wind
performed with the MTOF sensor will be reported later in this work. With MTOF we expect to

Table 1-1: List of elements in the mass range accessible to CELIAS/MTOF and their abundances in the respec-
tive solar wind regimes. Photospheric and meteoritic abundances are from a compilation by Grevesse and Sauval
[2] and are given as 12+log(nX/nH). Solar wind abundances are taken from von Steiger [3] and are given with
reference to oxygen. The SEP-derived coronal abundances are taken from Breneman and Stone [4] and are given
with reference to silicon. Values in parenthesis are highly uncertain.

Element Photosphere Meteorites Solar Wind:
Interstream

Solar Wind:
Coronal-hole

SEP-derived
Corona

H ≡ 12 – 1900±400 824±80 –
He 10.93±0.004 – 75±20

96±40
48.5±5 –

Li 1.10±0.1 3.31±0.04 – – –
Be 1.40±0.09 1.42±0.04 – – –
B 2.55±0.30 2.79±0.05 – – –
C 8.52±0.06 – 0.72±0.10 0.70±0.1 2 35 0 23

0 25. .
.

−
+

N 7.92±0.06 – 0.129±0.008 0.145±0.011 0 700 0 049
0 052. .
.

−
+

O 8.83±0.06 – ≡ 1 ≡ 1 5 68 0 34
0 36. .
.

−
+

F 4.56±0.3 4.48±0.06 – – ( 0 00028 0 00028
0 00029. .
.

−
+ )

Ne 8.08±0.06 – 0.17±0.02
0.14±0.02
0.10±0.03

0.136±0.011
0.12±0.04

0 783 0 077
0 084. .
.

−
+

Na 6.33±0.03 6.32±0.02 – – 0 0670 0 0062
0 0068. .
.

−
+

Mg 7.58±0.05 7.58±0.01 0.16±0.03 0.083±0.02 1 089 0 062
0 064. .
.

−
+

Al 6.47±0.07 6.49±0.01 – – 0 0837 0 0040
0 0042. .
.

−
+

Si 7.55±0.05 7.56±0.01 0.19±0.04
0.18±0.02

0.054±0.009 ≡ 1

P 5.45±0.04 5.56±0.06 – – 0 00489 0 00072
0 00066. .
.

−
+

S 7.33±0.11 7.20±0.06 – – 0 242 0 009
0 010. .
.

−
+

Cl 5.50±0.3 5.28±0.06 – – 0 00238 0 00080
0 00084. .
.

−
+

Ar 6.40±0.06 – 0.004±0.001 – 0 0241 0 0036
0 0042. .
.

−
+

K 5.12±0.13 5.13±0.02 – – 0 0039 0 0016
0 0021. .
.

−
+

Ca 6.36±0.02 6.35±0.01 – – 0 082 0 012
0 014. .
.

−
+

Sc 3.17±0.1 3.10±0.01 – – ( 0 00031 0 00031
0 00055. .
.

−
+ )

Ti 5.02±0.06 4.94±0.02 – – 0 0049 0 0013
0 0016. .
.

−
+

V 4.00±0.02 4.02±0.02 – – ( 0 00048 0 00048
0 00069. .
.

−
+ )

Cr 5.67±0.03 5.69±0.01 – – 0 0183 0 0033
0 0039. .
.

−
+

Mn 5.39±0.03 5.53±0.01 – – 0 0068 0 0027
0 0039. .
.

−
+

Fe 7.5±0.05 7.50±0.01 0 19 0 07
0 10. .
.

−
+

0.12±0.03

0.057±0.007 1 270 0 150
0 170. .
.

−
+

Co 4.92±0.04 4.91±0.01 – – < 18 1.
Ni 6.25±0.04 6.25±0.01 – – 0 0465 0 0074

0 0081. .
.

−
+

Cu 4.21±0.04 4.29±0.04 – – ( 0 00057 0 00057
0 00087. .
.

−
+ )

Zn 4.60±0.08 4.67±0.04 – – 0 00161 0 00076
0 00087. .
.

−
+
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observe elemental abundances the in the solar wind similar to elemental abundances found in the
photosphere and in meteoritic samples, with some modifications by physical processes in the
Sun’s atmosphere, for example, by the FIP fractionation. Therefore, it is also important to
understand the FIP fractionation process well, in order to derive the photospheric abundance
from solar wind measurements.

The primary data products obtained from the MTOF sensor are mass spectra. Figure 1-1
shows such a mass spectrum, which was compiled using data of 99 days during 1996, for one
step of the 12-step MTOF stepping sequence. Most of the elements, almost all of which are
listed in Table 1-1, and their more abundant isotopes can be identified in the MTOF mass
spectra. Many of these elements and isotopes are resolved for the first time in the solar wind
(compare with the earlier measurements given in Table 1-1). The detection limit of MTOF is
around     Adet .= 5 0  (with 

    
A n nX H= + ( )12 log , the logarithmic measure of abundances). The detec-

tion limit is somewhat element dependent. For elements with photopsheric abundances excee-
ding this value we expect to be able to derive an abundance value in the solar wind from MTOF
data. Elements heavier than Zn all have a photospheric abundance below 4.0, thus there is little
hope that these elements will be measured with MTOF.  

For the mass spectrum given in Figure 1-1, the vertical axis is in units of raw counts. It
is an involved process to derive an absolute density for an element from the raw counts. Figure
1-1 might give the reader the impression that it is deceivingly simple to obtain elemental and
isotopic abundances. However, the good mass resolution and high efficiency of the MTOF
sensor come at the expense of a considerably more complicated sensor, and thus we have had to
develop a more complicated instrument function compared to previous instrumentation for solar
wind research. The entrance system efficiently suppresses the solar wind protons and to a large
extent alpha particles. The heavy ions will pass through the entrance system more or less with
an effective area of about 2 mm2, with the term “heavy ions” referring to elements other than
hydrogen and helium throughout this work. The total detection efficiency of the TOF sections is
around a few times 10–3. This allows for many heavy ions to have enough counts after five

Figure 1-1: Mass spectrum recorded with the MTOF sensor of the CELIAS instrument on the SOHO
mission. Displayed are raw counts for one step of the MTOF stepping sequence accumulated from DOY 144 to
DOY 242 of 1996. Peaks in the spectrum are labeled by the two main ion contributors to that signal. The charge
state given in the labels refers to the charge inside the MTOF sensor and not to the charge state of that ion in the
solar wind. Labels in parenthesis indicate that the identification of that ion is highly uncertain.
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minutes of accumulation time to obtain an elemental density. For the detailed response of the
MTOF sensor for a particular element one needs to know the state of the solar wind, for
example, the solar wind velocity, the kinetic temperature, the charge-state distribution, and a
few other parameters. This information is given in the second part of this document.

This document is divided in two parts. The first part covers the scientific results obtained in
this work (Chapters 2 to 4). In Chapter 2 we report on the abundances of the oxygen, silicon
and iron ions in the solar wind, and what we can learn about the FIP effect using these data. In
Chapter 3 we report on the elemental abundances of heavy ions before, during, and after the
coronal mass ejection of January 6–10, 1997. With a theoretical model we try to explain the
strong mass fractionation observed for this event. In Chapter 4 we report on the abundance of
calcium in the solar wind. This is the first time the calcium abundance has been studied in detail
in the solar wind, and we find that the calcium abundance shows a different behavior than one
would expect from low-FIP elements.

The second part gives all the details of the MTOF sensor, the instrument function, and data
analysis, with related discussions (Chapters 5 to 8). In Chapter 5 we present the theoretical
background of the functioning of the isochronous mass spectrometer. In Chapter 6 we develop
the instrument function in all detail, which is necessary since the sensor response of the iso-
chronous mass spectrometer is much more complicated compared to previous instrumentation.
In Chapter 7 we report on calibration data, and Chapter 8 gives the details of the data analysis.
Chapters 2 to 4, reporting on the scientific results, include many cross-references to the instru-
mental part of the document, so that the reader can look up a particular instrumental detail
without working through the whole document.   
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2 Oxygen, Silicon and Iron Abundances in the Solar
Wind

2.1 Introduction

In the solar wind, elements with low first ionization potential (below about 10 eV) are systema-
tically enriched relative to high-FIP elements with respect to their photospheric abundance. The
enrichment amounts to a factor of three to five for slow solar wind, and about two for fast solar
wind [3]. Slow solar wind has been associated with plasma originating from the streamer belt
[8] and fast solar wind (    v km s> 500 / ) has been associated with plasma originating from
coronal-holes [9]. It is generally believed that these relative enrichments are the result of a frac-
tionation process taking place in the upper chromosphere and lower transition zone and are
caused by a neutral-ion separation process [5]. In most models the ionization is assumed to be
caused by the UV and EUV radiation from the solar corona. The neutral-ion separation process
results from a competition between ionization and separation time scales. It was found that the
fractionation pattern of the elements might be better described using the first ionization time as
the organizing parameter instead of the FIP [10]. Several models have been designed to explain
the FIP effect and have been reviewed by von Steiger [3] and more recently by Hénoux [11].
So far none of these models is able to self-consistently explain the FIP effect. Recently, the
diffusion model put forward by Marsch and co-workers [12] was extended by Peter [13] by
introducing a chromospheric mass flow velocity whose magnitude determines the strength of
the FIP fractionation. We will compare our data with predictions derived from this model.

In this chapter we report on the investigation of the oxygen, silicon, and iron densities
in the solar wind. Oxygen and silicon often serve as a reference for the less abundant heavy
ions. Silicon and iron are low-FIP elements, and their abundance relative to oxygen—a high-
FIP element—will allow us to draw conclusions on the FIP fractionation effect for different
solar wind regimes.

The data were gathered with the MTOF sensor of the CELIAS instrument [6] on the
SOHO mission. The principle of the MTOF sensor is described in detail in Chapter 5. The
SOHO spacecraft is located at the Lagrangian point L1 and is a three-axis stabilized spacecraft
pointing permanently at the Sun [7]. Because of these unique observation conditions and the
large active areas of the individual sensors of the CELIAS instrument, measurements are per-
formed with unprecedented time resolution and, at the same time, good counting statistics. The
work presented in this chapter has been published as a shorter version earlier by Wurz et
al. [14].

2.2 Data Analysis

The CELIAS data processing unit accumulates time-of-flight (TOF) spectra from the ions
recorded with the MTOF sensor every five minutes, which then are transmitted to Earth. Mass
peaks for the different elements were extracted from each of the transmitted TOF spectra by
fitting the signal and the background with a least squares method (see Chapter 8).
Subsequently, the overall efficiency of the MTOF sensor was calculated for each element and
for each accumulation interval. To obtain particle fluxes for the chosen elements from the
measured count rates, the MTOF sensor response comprising the transmission of the entrance
system (see Chapter 6.1) and the response of the isochronous TOF mass spectrometer, V-
MASS (see Chapter 6.3), were taken into account.

The settings for the MTOF sensor are cycled in a sequence of six steps, including two
voltage settings for the entrance system and three values for the potential difference between the
entrance system and the TOF mass spectrometer. Actually, the MTOF stepping sequence
consists of 12 steps, but the same set of six steps is executed two times. The potential diffe-
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rence between the entrance system and the TOF mass spectrometer can be of negative, zero, or
positive value, with the negative value accelerating the ions and the positive value decelerating
the ions before they enter the TOF mass spectrometer. For the present analysis only the steps
with negative and zero potential difference have been used, since the sensor response for the
positive potential difference is not yet known within the required level of confidence. Further-
more, this step suffers from an elevated background level. Omitting one step out of six steps of
the sequence from the data analysis does not create a bias in the data analysis, since the solar
wind parameter space is still covered well by the remaining five steps (see Figure 6-14).

The actual solar wind plasma parameters, which were measured by the proton monitor
(PM), a sub-sensor of the MTOF sensor, are needed as input parameters for the calculation of
the MTOF sensor response. Ipavich et al. [15] found that the determination of the solar wind
plasma parameters with the PM is quite accurate, which is better than required for the
determination of densities of heavy ions with the MTOF sensor.

Another input parameter needed for the determination of the MTOF sensor response,
and in particular for the determination of the active area of the entrance system, is the charge-
state distribution of the solar wind ions for each element and for each accumulation interval. The
MTOF sensor determines only the mass of the incoming ions. The charge information of the in-
coming ions is lost because the ions undergo an efficient charge-exchange process inside the
sensor when they pass the carbon foil of the isochronous TOF mass spectrometer [16-19].
Therefore, we used the established anti-correlation between the solar wind velocity and the
freeze-in temperature of the ions [20-22] to derive the so-called freeze-in temperature from the
measured solar wind velocity. This procedure is detailed in Chapter 8.2.1, where the limitations
of this approach (e.g., for CMEs) are also discussed. From the freeze-in temperature we
obtained charge-state distributions for each element by assuming an ionization equilibrium in the
corona and by applying ionization and recombination rates for collisions with electrons, as

Figure 2-1: The data set derived from the MTOF and PM sensors used for this study. Data are shown with a
time resolution of five minutes. No smoothing has been applied to the data.
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given by Arnaud and co-workers [23; 24]. The application of the sensor response to the
measured data yielded densities for the different elements.   

2.3 Results

We evaluated the O, Si, and Fe densities with a time resolution of five minutes, the highest time
resolution possible with the MTOF sensor, for the same time interval for which CTOF data are
available (DOY 150–229 of 1996). One of the reasons for the choice of this time period is that
testing of the MTOF instrument function was done against CTOF data (see Chapter 7.4).
Another reason for this selection is that the Sun was going through solar minimum during that
time. The selected data period is free of CMEs, flares, and other transient events, which quite
often have a significantly different composition than the regular solar wind and therefore might
interfere with the determination of composition of the regular solar wind.

The data used in this study are displayed in Figure 2-1, together with the proton density
derived from measurements with the Proton Monitor (PM) [15]. Heavy ions (O, Si, and Fe)
and the He density generally show a much larger variation in density than the protons. Typically
the variability is larger by a factor of ten. This high variability is in good agreement with the
high variability of helium with respect to protons in the solar wind as reviewed by Neugebauer
[25]. She found that the ratio of protons to alpha particles (  n npα ) varies in the range from
8.1·10–4 to 4.17·10–1, a variation of a factor of 500. These short-term variations in the
abundance are thought to be caused in the corona and are believed to be of temporal and spatial
nature [26]. This high variability averages out when investigating longer time periods and
causes hardly any systematic fractionation in the solar wind [26]. Of course, the heavy ion data
are more noisy than the proton data because their densities, and consequently their count rates,
are much lower, which results in a larger statistical variation. Under unfavorable solar wind
flow conditions with respect to the actual MTOF sensor settings, the heavy ions fall below the
detection limit of MTOF. The He densities are only shown in Figure 2-1 for completeness in
this overview, but are not considered further in this work, because their density values have a
large uncertainty. MTOF is designed and operated to suppress most of the incoming He++ ions
and almost all protons, so that the MTOF sensor will not become saturated by their high fluxes
in the solar wind. That is, He is typically suppressed by a factor of 1000 or more by suitable
voltage settings of the entrance system. This suppression has to be considered for heavy ions of
similar mass-per-charge ratio (m/q), for example, the ions O8+, N7+, Si12+, and so on.

We observed strong short-term temporal variations in the density data for the heavy ions,
significantly stronger than the temporal variations in the proton density data. These findings are
in agreement with earlier results reported for iron densities by Aellig et al. [20]. From the
derived density values we derived the abundance ratios Fe/O and Si/O, which we analyzed
further. Also, the abundance ratios Fe/O and Si/O vary strongly on short time scales on the
order of some ten minutes.

Figure 2-2 shows the distribution of Fe/O abundance ratios for the whole investigated
time interval, organized by the solar wind velocity. Clearly, at least two regimes can be identi-
fied where the Fe/O abundance ratio is constant. For slow solar wind velocities below 380 km/s
and for fast solar wind velocities in excess of 480 km/s there is a constant Fe/O abundance
ratio. We associate these solar wind velocity regimes with solar wind originating from the strea-
mer-belt regions and the coronal-hole regions on the Sun, respectively. In between these two
regimes we observe a continuous transition from a high to a low Fe/O abundance ratio, which
we will discuss later in this work.

The averaged Fe/O abundance ratios from our measurements for slow solar wind (<
380 km/s) and fast solar wind (> 480 km/s), together with published data for the Fe/O abun-
dance ratio, are summarized in Table 2-1. We find reasonable agreement of our Fe/O abundance
ratios with most of the published data, both for the interstream and coronal-hole types of solar
wind flow. Only the Fe/O value derived from the measurement of the He/Fe ratio of Schmid et
al. [27] and the He/O ratio by Bochsler et al. [28] is considerably higher than other published
results and our value, but given the quoted uncertainty bar there is no serious discrepancy. Note
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Figure 2-2: Logarithm of the Fe/O density ratio measured with CELIAS/MTOF versus the solar wind
velocity. The 10 linearly spaced contour lines give the number of measurements for a particular bin. During that
time period there was mostly slow solar wind, which explains the clustering of measurements between 350 and
400 km/s. The overlaid symbols are the means for a particular velocity bin and the error bars give the standard
deviation of log(Fe/O) of the sample.

Figure 2-3: Logarithm of the Si/O density ratio measured with CELIAS/MTOF versus the solar wind
velocity. The 10 linearly spaced contour lines give the number of measurements for a particular bin. During that
time period there was mostly slow solar wind, which explains the clustering of measurements between 350 and
400 km/s. The overlaid symbols are the means for a particular velocity bin and the error bars give the standard
deviation of log(Si/O) of the sample.
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that the Fe/O ratio is a factor of two higher
in the slow solar wind than in the fast solar
wind. The Fe/O abundance ratio for the
fast solar wind is higher than the photo-
spheric Fe/O value, although this diffe-
rence became smaller with the new value
for the photospheric Fe/O abundance ratio
reported recently by Aellig et al. [29].

In Figure 2-3 the distribution of the
Si/O abundance ratios is shown for the
whole time interval, organized by the solar
wind velocity. As with the Fe/O abundance
ratio, we can again identify two regimes
where the Si/O abundance ratio is constant
for an extended solar wind velocity
interval, for slow solar wind velocities (<
380 km/s) and for fast solar wind
velocities (> 480 km/s). These two regimes
are again associated with solar wind
originating from streamer belt regions and
coronal-hole regions on the Sun, respecti-
vely. The averaged Si/O abundance ratios
for these two flow types, together with
published data for the Si/O abundance
ratio, are summarized in Table 2-2. We
find reasonable agreement of our Si/O
abundance ratios with the published data,
both for the interstream and coronal-hole
types of solar wind flow. Note that the
Si/O ratio is a factor of four higher in the
slow solar wind than in the fast solar wind,
which is a considerably larger variation
than we observe for the Fe/O ratio between
the two regimes. Furthermore, the Si/O
abundance ratio for the fast solar wind has
about the same value as in the photosphere,
given the quoted uncertainties. Between
these two regimes, where the Si/O abun-
dance ratio is constant, we also observe a
continuous transition.

2.4 Discussion

The abundance ratios we find for Fe/O and Si/O are consistent with values reported in the litera-
ture (see Table 2-1 and Table 2-2) for interstream and coronal-hole type solar wind flow.
Although the solar wind velocity rarely exceeded 500 km/s during the investigated time inter-
val, we can associate this solar wind velocity regime with flow from coronal-holes, since the
abundance ratio levels off at a low level consistent with abundance ratio values reported for fast
solar wind flow of about 800 km/s, which clearly originated from coronal-holes [31; 32].
Whether we are observing flow from a polar coronal-hole extending towards the solar equator
or flow from an equatorial coronal-hole cannot be decided on the basis of our data. Optical mea-
surements from SOHO/EIT do not show any sign of a coronal-hole on the solar disc during this
time period. There is also a correlation between the size of a coronal-hole and the maximum

Table 2-1: Summary of our value and reported values for
the Fe/O abundance ratio in the solar wind (SW).

Measured regime Fe/O ratio Reference
Interstream SW

  0.19−
+

0 07
0 1
.
. Bochsler et al.

[28], Schmid et
al. [27] 1)

Interstream SW 0.12±0.03 Ipavich et al.
[30]

Interstream SW 0.11±0.03 Aellig et al.
[20] 2)

Interstream SW 0.12±0.03 This work
Coronal-hole  SW 0.057±0.007 Gloeckler et al.

[31]
Coronal-hole SW 0.06±0.005 Geiss et al. [32]
Coronal-hole SW 0.06 Ipavich et al.

[33]
Coronal-hole SW 0.063±0.007 This work
Photospheric value 0.0355±0.003 Anders and

Grevesse [1],
Hannaford et al.
[34] 3)

Photospheric value 0.0448±0.009 Aellig et al.
[29]

1) This value is a combination of the He/O abundance ratio
of 75 from Bochsler et al. [28] and the He/Fe ratio of 400
from Schmid et al. [27].
2) The value from Aellig et al. [20] is a weighted average
over all solar wind conditions during the same three-month
time period with mostly slow solar wind.
3) The photospheric value of the Fe/O ratio is derived from
the iron abundance given by Hannaford et al. [34] and the
oxygen abundance given by Anders and Grevesse [1].

Table 2-2: Summary of our value and reported values for
the Si/O abundance ratio in the solar wind.

Measured regime Si/O ratio Reference
Interstream SW 0.19±0.04 Bochsler [35]
Interstream SW 0.18±0.02 Galvin et al. [36]
Interstream SW 0.20±0.03 This work
Coronal-hole SW 0.054±0.009 Gloeckler et al.

[31]
Coronal-hole SW 0.052±0.007 This work
Photospheric
value

0.0417±0.0051 Anders and
Grevesse [1]
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velocity observed for the associated solar wind, with the smaller coronal-holes having velocities
of less than 500 km/s [9].

Recent optical measurements of elemental abundances in coronal streamers have been
performed with SOHO/UVCS by Raymond et al. [37]. From these results a Fe/O abundance
ratio of   0 13 0 03

0 05. .
.

−
+  and a Si/O abundance ratio of   0 05 0 01

0 02. .
.

−
+  are derived for the leg of an equatorial

coronal streamer. The Fe/O value is commensurate with the established abundance ratio for
slow solar wind (see Table 2-1), which is assumed to originate from that location. However,
the Si/O value of Raymond et al. [37] is indicative of coronal-hole solar wind, which is
incompatible with the investigated location. It is possible that the iron and silicon measurements
were not done at the same location, and the silicon measurement reflects the abundance ratio in
the core of that streamer. It has been found that the elemental abundances in the core of the
streamer differ quite a bit from photospheric abundances [38]. If the slow solar wind, which is
associated with coronal streamers [8], originates from the roots of the streamer along the open
field lines at its periphery, then this makes for a small area to probe the source location of the
slow solar wind by optical measurements and may explain the difference between the reported
Fe/O and Si/O abundance ratios. In general, the authors observed a depletion of high-FIP
elements rather than an enrichment of low-FIP elements at the leg and inside the coronal
streamer.

Although silicon and iron are both low-FIP elements (the FIPs are 8.15 eV and
7.87 eV, respectively), we observe some differences in the way their elemental abundance
relative to oxygen changes for different solar wind regimes. Also, the ionization times τ for
silicon and iron are close (    τ Si s= 1 1.  and     τ Fe s= 0 91. ) and hardly can account for the different
behavior.

Iron behaves like the “classical” low-FIP element. Its abundance ratio with respect to
oxygen is enriched by a factor of about four for interstream solar wind and by a factor of about
two for coronal-hole type solar wind compared to the photospheric values. Although we did not
sample really fast solar wind with velocities around 800 km/s, associated with flow directly
from polar coronal-holes, we can assume from the leveling off of the Fe/O ratio for solar wind
velocities > 480 km/s at the value observed for polar coronal-holes [32] that there will not be
any further decrease of the Fe/O abundance ratio for higher solar wind velocities than we
observed.

For silicon, on the other hand, the FIP fractionation manifests itself somewhat differ-
ently from the “classical” FIP picture. For slow solar wind we again observe an enrichment in
the Si/O ratio by about a factor of four compared to the photospheric ratio. However, for fast
solar wind the enrichment in almost vanishes, i.e., we observe Si/O abundance ratios only
marginally higher than the photospheric values in the fast solar wind.

Since we found a clear correlation between the solar wind bulk velocity at 1 AU and the
elemental fractionation, we tried to compare our results with a recent FIP fractionation model by
Peter [13], which is the only model using the chromospheric outflow velocities and densities as
parameters for the FIP fractionation strength. In this model, which assumes full stationarity of
the chromosphere, the FIP fractionation strength is predicted to vary with the chromospheric
mass flow velocity   U H  according to

    

f
w U

w U
X O

X H

O H

=
+ + ( )
+ + ( )

1 1 4

1 1 4

2

2
Eq. 2-1

where   wX  are the ionization-diffusion velocities of the ions under consideration (    w m sSi = 610 /
and     w m sFe = 630 / ) and     w m sO =105 /  is the ionization-diffusion velocity of oxygen, with the
respective values adapted from Marsch et al. [12] for a density of 4·1016 m–3. For given
conditions in the chromosphere we mapped the chromospheric mass flow velocity   U H  to the
solar wind bulk velocity   vSW  (the proton velocity) measured at 1 AU with the PM to account for
the observed fractionation factors. As we did in an earlier study [20], we used the relationship
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    log logv a b USW H= + Eq. 2-2

and found that the fractionation we observed can be reproduced by the model by mapping the
observed solar wind velocity to a chromospheric mass flow velocity. In Figure 2-4 and Figure
2-5 we show the comparison between the  Si/O and Fe/O abundance ratio averages for solar
wind velocity bins of the data presented above (in Figure 2-2 and Figure 2-3) together with the
fractionation predicted by Eq. 2-1 for a density of 4·1016 m–3 and a temperature of 104 K.
These chromospheric parameters were chosen because they are considered typical for the layer
in the chromosphere where the FIP fractionation process takes place [10; 12]. We used a velo-
city mapping with the parameters in Eq. 2-2 being     a = 2 71.  and     b = 0 114.  for the Si/O ratio and
    a = 2 78.  and     b = 0 237.  for the Fe/O ratio. The difference in the parameter b reflects the
observed difference in the fractionation for Si/O and Fe/O for fast solar wind. In Figure 2-2 and
Figure 2-3 the chromospheric mass flow velocity is also indicated, which is necessary to obtain
the elemental fractionation.

The range of abundance ratios we observe suggests a range of chromospheric mass
flow velocities where FIP fractionation occurs. Apparently, the limits for the chromospheric
mass flow velocities are given by the heights in the chromosphere where particles enter and exit
the fractionation layer, that is the location where the density, temperature, and EUV flux (to
name just the most important) are in the range necessary for the FIP fractionation for a particular
element. Why the limits of the chromospheric mass flow velocities should be different for Fe/O
and Si/O cannot be explained at present. The mapping of the chromospheric mass flow velocity
to the solar wind velocity is a function of the assumed density. Using a lower density results in
higher chromospheric mass flow velocities for the same fractionation.

It is generally believed that there is virtually no mass dependence in the FIP effect. The
fractionation is mainly governed by the ionization time of the neutral species in the chromo-
sphere and the related diffusion length for the neutrals of the heavy species with the dominant
hydrogen atoms [10]. Marsch et al. [12] derived from their model the following asymptotic
expression for slow solar wind (actually UH → 0) for the fractionation factor for two species, j
and k as
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Figure 2-4: Average values of the Fe/O ratio for
solar wind velocity bins of about 10 km/s. The error
bars are 1 σ  errors of the mean plus instrumental un-
certainties. The dashed lines indicate the Fe/O ratio
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figure.
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where   f jk  is the predicted fractionation factor,   riH  is the collisional radius of species i with neu-
tral hydrogen,   τ i  is the first ionization time of species i, and   Ai is the atomic mass of species i.
The atomic mass only plays a role in the mobility of the species in a collision-dominated gas,
and therefore appears only in the fourth root of the mass ratio, slightly favoring the lighter
species. However, for transient particle ejection phenomena a mass dependence or a mass-per-
charge dependence in the fractionation of the elements is often found, as has been observed re-
cently for a CME (for example, see Chapter 3 and Wurz et al. [39]).

The stationarity assumed in the model by Peter [13] seems to be a simplification of the
actual solar wind flow. As mentioned above, we observe strong short-term fluctuations in the
density and the abundance ratio data, which appear to be in conflict with the assumption of sta-
tionarity. However, these short-term fluctuations average out over sufficiently long obser-
vational periods, and by organizing our abundance ratios by solar wind velocitys we can indeed
compare our data with the model predictions.

2.5 The Iron Isotopic Composition in the Solar Wind

To correctly derive the elemental abundance for an element one not only has to evaluate the main
isotope of an element but also needs to evaluate all its isotopes. It is not the scope of the present
work to investigate the isotopic composition of elements in the solar wind. However, since the
data were available from the study above it was worthwhile to check how a data analysis
program (see Chapter 8) designed for the derivation of elemental abundances would perform
when applied to the analysis of isotope ratios.

For this study we used a time series of 54Fe and 56Fe density data with a time resolution
of five minutes. Data from the time period from DOY 150 to 229 of 1996 are used. For the deri-
vation of an isotope ratio one usually collects many individual measurements to obtain mean
values for the densities. From the time series of the 54Fe and 56Fe densities we get the average
densities

    

n Fe m

n Fe m

54 3

56 3

21 6 0 2

332 9 2 3

[ ] = ±

[ ] = ±

−

−

. .

. .
Eqs. 2-4

in the solar wind velocity range from 300 km/s to 400 km/s. This is the range where the
density remains constant on average. At higher solar wind velocity the average density drops,
which might affect the value of the isotope ratio. The uncertainties given in Eq. 2-4 are the error
of the mean. The standard deviation of the density is much larger, as has been reported above.
No instrumental error has been included in Eq. 2-4. From these average iron densities for 54Fe
and 56Fe we get the iron isotopic ratio

    

n Fe

n Fe

54

56
0 0649 0 0007

[ ]
[ ] = ±. .

Eq. 2-5

Again, no instrumental error has been included in the error given in Eq. 2-5. The uncertainty of
the absolute calibration is expected to cancel out when an isotope ratio of an element is eva-
luated. However, the MTOF sensor response is not identical for isotopes of the same element,
and one cannot expect that the entire isotopic instrument fractionation is corrected by applying
the instrument function to the measured data. See Chapter 6.4.3 for an illustration of the isoto-
pic fractionation of the instrument. Thus, an instrumental uncertainty has to be added, which
considerably exceeds the statistical uncertainty with the present understanding of the instrument
fractionation. We adopt a total uncertainty of the 54Fe to 56Fe isotope ratio of 0.003 in this preli-
minary analysis.
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Having a time series of 54Fe and
56Fe densities we can produce a time
series of 54Fe/56Fe isotope ratios with the
same temporal resolution of five minutes.
A time series of isotope ratios has little va-
lue in itself because the scatter of indivi-
dual measurements is large compared to
the accuracy needed to make a meaningful
statement on isotopic abundances. How-
ever, with this time series we avoid the
problem that measurements with high
densities dominate the derivation of the
isotope ratio, as is the case with the above
method. In the event that the isotope ratio
is not constant with respect to different
solar wind flow types (for example, frac-
tionation processes in the convective zone
or the solar atmosphere [21]), this depen-
dence would be somewhat masked by the
above analysis method. After all, the iron
abundance does have a systematic depen-
dence on the solar wind velocity. From
this time series we derive a slightly higher value for the 54Fe/56Fe isotope ratio of
0.066±0.0006, with the error being again the error of the mean. A histogram of all the isotope
ratios of this time series is shown in Figure 2-6, illustrating also the scatter of individual
determinations.

A compilation of iron isotopic composition measurements is given in Table 2-3. Most of
the published isotope ratios for the solar wind agree with the meteoritic value and the terrestrial
value. Only the value of   0 085 0 022

0 005. .
.

−
+  by Oetliker et al. [40] seems to be a little bit high. From

studies such as the one of Anders and Grevesse [1] it is known that there is little variation
among the abundances of the refractory elements in different materials of the solar system. Con-
sequently, the agreement of solar wind iron isotopic ratios with the meteoritic value and the ter-
restrial value is no surprise. There are various places where isotopic fractionation can occur, as
reviewed recently by Bochsler [21].
Isotopic fractionation can take place in the
outer convective zone due to gravitational
settling, in the upper chromosphere and
lower transition region due to ion-neutral
separation process, and in the inner corona
due to inefficient coupling of the heavy ions
to the protons and alpha particles. The
isotopic composition can also be altered in
the interplanetary medium by shock
acceleration in transient particle events with
extended shock fronts [43]. Apparently all
these possible isotopic fractionation mecha-
nisms have a minor effect on the iron iso-
topic composition, since we and others ob-
serve the same isotopic composition in dif-
ferent reservoirs of the solar system (see
Table 2-3). The homogeneity in the ele-
mental composition in the solar system (c.f.
Anders and Grevesse [1] and also Table
1-1) indicates that the early condensates in
the inner parts of the solar nebula have not

Table 2-3: Published values for the iron isotopic ratio
of the solar wind, meteoritic samples, and terrestrial
samples.

Measured
regime     

n Fe n Fe54 56[ ] [ ] References

Solar Wind
  0 085 0 022

0 005. .
.

−
+ Oetliker et al. [40]

Interstream
SW

0.066±0.006 Ipavich et al. [41]

Coronal-hole
SW

0.0595±0.006 Ipavich et al. [41]

CME 0.071±0.01 Ipavich et al. [41]
Interstream
SW

0.065±0.003 This work

Terrestrial 0.0637±0.006 1)
Audi and Wapsta
[42]

Meteoritic 0.0632 Anders and Gre-
vesse [1]

1) This isotopic ratio is derived from the 56Fe abundance
of 91.754(36)% and the 54Fe abundance of 5.845(35)%.
The uncertainty reflects the isotopic abundance variation
of terrestrial samples [42].
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undergone strong chemical fractionation, and therefore the isotopic fractionation also has to be
very limited. For volatile elements, in addition, there is isotopic fractionation due to the evolu-
tion of the body in the solar system; for example, the isotopic composition for neon is signifi-
cantly different in the solar wind than it is on the Earth [44; 45]. For a recent review on mea-
surements of isotopic abundances in the solar wind see, for example, Wimmer et al. [46].

2.6 Conclusions

For interstream-type solar wind we found that the Fe/O and Si/O abundance ratios are enriched
compared to their photospheric ratios by a factor of about four, which is a typical enrichment
for low-FIP elements. In coronal-hole type solar wind a reduced FIP fractionation remains only
for Fe but not for Si. Our findings are in good agreement with published results.

Furthermore, we can conclude from our measurements that there are not only two distinct
modes of the solar wind—slow and fast solar wind—but there is also a continuous transition
between these two extreme cases of solar wind flow. This continuous transition results from a
varying FIP fractionation and cannot be explained by simple mixing of two types of solar wind.
From a Monte-Carlo simulation it was concluded that in case of mixing, the transition would be
much steeper than we measured1. This continuous transition is still seen when the Fe/O
abundance ratios are plotted against the freeze-in temperature as has been reported before by
Aellig et al. [29], which is considered by some to be a better organizing parameter than the solar
wind velocity. In the event that CMEs, which are typically faster than the regular solar wind,
are contained in the analyzed time interval the organization of abundance data with the freeze-in
temperature is favorable. This is of no concern in this analysis due to the selection of a quiet
Sun time period. These continuous transitions of the abundance ratios with solar wind velocities
which we observed, and which have not been seen before, can be explained by the theoretical
model of Peter [13] in which the chromospheric mass flow velocity determines the strength of
the FIP fractionation process. By mapping the proton velocity we observed at 1 AU to the chro-
mospheric mass flow velocity, we obtained reasonable agreement between the measured and
predicted FIP fractionation. At present we cannot give a physical reason why the chromospheric
mass flow velocity should be linked to the solar wind velocity. The differences we observe bet-
ween the two low-FIP elements Si and Fe regarding their FIP fractionation cannot be explained
either. This suggests that the processes involved in the FIP fractionation are more complex than
are assumed in current models.   

                                                
1 M.R. Aellig, private communication (1998).
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3 Elemental Composition of the January 6, 1997,
CME Event

Using solar wind particle data from the CELIAS experiment on the SOHO mission, we studied
the abundance of the elements O, Ne, Mg, Si, S, Ca, and Fe for the time period around the
January 6, 1997, coronal mass ejection event (CME). In the interstream and coronal-hole re-
gions before and after this event we found elemental abundances consistent with the expected
abundance patterns of the respective flow regimes. However, during the passage of the CME
and the passage of the erupted filament, which followed the CME, we found a mass-dependent
element fractionation, with a monotonic increase toward heavier elements, which is markedly
different from the composition in the interstream and coronal-hole regions before and after this
event. We observed Si/O and Fe/O ratios on the order of one half during these time periods,
which is significantly higher than for typical solar wind. We show that this elemental fractiona-
tion can be modeled by diffusion across magnetic field lines of coronal loops, the assumed
precursor of the CME. Parts of the work reported in this chapter have already been published
earlier by Wurz et al. [39; 47].

3.1 Introduction

In this chapter we present the analysis of the elemental composition of the coronal mass ejection
(CME) which originated around 15:00 UT on January 6, 1997, on the solar surface and arrived
at the SOHO spacecraft on January 10, 1997, at 04:11 UT. An overview of this event was
given by Fox et al. [48] and covers the launch of the CME, its propagation through interplane-
tary space, and its effect on the Earth’s atmosphere.  

Approximately 30 minutes after the CME had reached the SOHO spacecraft, it arrived at
the location of the WIND spacecraft (on January 10, 1997, at 4:48 UT). A review covering the
present understanding of CMEs has been given recently by Gosling [49]. From the magnetic
field measurements on WIND it has been concluded that this CME falls into the group of
magnetic cloud events [50]. Their observational signature consists of an enhanced magnetic
field strength, a smooth rotation of the magnetic field direction as the cloud traverses through
interplanetary space and a low proton temperature. It has been found earlier that near 1 AU
about one third of all CMEs in the ecliptic plane are magnetic cloud events [51].

The CME was slightly faster than the preceding solar wind and created a shock which
was observed on SOHO on January 10, 1997, at 00:22 UT. The CME was followed by
coronal-hole type solar wind, which arrived at the position of the SOHO spacecraft on January
11 at 06:56 UT. Just before the arrival of the coronal-hole a pronounced increase in the proton
density was observed, which was attributed to an erupting filament (solar prominence material)
on the solar surface [50]. Based on a complete set of solar wind plasma data (particles and
magnetic field) available from the WIND spacecraft, the times and durations of the different
phases of this event have been identified for the location of the WIND spacecraft [50]. With this
information from the WIND spacecraft and with the plasma measurements from the
SOHO/CELIAS proton monitor (PM) the times and durations of the different phases of this
event at the location of the SOHO spacecraft have been established for the data analysis.

We measured the solar wind plasma parameters—namely the solar wind velocity, ther-
mal velocity, proton density, and N/S solar wind flow angle—with the proton monitor (PM),
which is part of the MTOF sensor of the CELIAS instrument. Using these solar wind plasma
parameters, together with the particles and fields information from the WIND spacecraft, the
times of the passages of the shock, the CME, the filament, and the coronal-hole-associated solar
wind were identified. The measured solar wind plasma parameters are shown in Figure 3-1 for
the investigated time interval around the CME event. Due to saturation of the PM, the proton
density spike from the filament eruption could not be measured correctly. WIND/SWE results
indicate that the proton density was about 185 cm–3 in the spike resulting from the filament
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eruption, a value which is about a factor of 20 above typical proton densities in slow solar wind
and probably is the highest proton density ever observed.

The chosen time period offers a good opportunity to compare the elemental composition
of the plasma during the CME passage with the two forms of regular solar wind composition,
solar wind originating from the streamer belt (also called interstream or slow solar wind), which
preceded the CME event, and with solar wind originating from a coronal-hole (also called fast
solar wind) following the CME event. The measurements were taken with the MTOF sensor
(Mass Time-of-Flight) of the CELIAS (Charge, Element, and Isotope Analysis System)
instrument [6] on the SOHO spacecraft [7], which is located at the L1 libration point between
Earth and Sun. The MTOF sensor is an isochronous time-of-flight (TOF) mass spectrometer
utilizing the carbon foil technique, combined with an electrostatic entrance system. The entrance
system allows ions to enter the sensor in a large energy range (only discriminating against
protons, and partly against alpha particles) and through a wide angular acceptance cone. The
MTOF sensor determines the mass of incoming ions with high resolution, sufficient to identify
many isotopes and rare elements in the solar wind (see Figure 1-1 in Chapter 1).

3.2 Data Analysis

Data collected by the MTOF sensor of the CELIAS instrument on the SOHO spacecraft were
used for this analysis. The CELIAS instrument and its sensors, among them the MTOF sensor
and the PM, have been described in detail before [6]. From the ions recorded with the MTOF
sensor, the CELIAS data processing unit accumulated time-of-flight (TOF) spectra for five
minutes, which then were transmitted to ground. Mass peaks for the different elements were ex-
tracted from each of these TOF spectra. Subsequently, the overall efficiency of the MTOF sen-
sor was calculated for each element and for each accumulation interval. To obtain densities of
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the indicated elements, the instrument response
of the MTOF sensor, which comprises the re-
sponse of the entrance system (see Chapter 6.1)
and the transmission of the isochronous TOF
mass spectrometer (see Chapters 6.1 and 6.2),
was taken into account in great detail. Further-
more, the instrument response was evaluated at
the actual solar wind plasma parameters, which
were measured by the PM (see Figure 3-1). By
applying the instrument function to the measured
data, absolute densities for the different elements
were derived. See Chapter 6 for the details of the
instrument functions and its limitations, and
Chapter 7 for the comparison to calibration data.
Although the determination of the solar wind
plasma parameters from the PM is very accurate
[15], this precision is actually more than needed
for an accurate determination of absolute den-
sities with the MTOF sensor.

Another input parameter needed for the
determination of the MTOF sensor response, and
in particular for the determination of the active
area of the entrance system, is the charge-state
distribution of the solar wind ions for each ele-
ment and for each accumulation interval. The
MTOF sensor determines only the mass of the
incoming ion. The charge information of the in-
coming ions is lost because the ions undergo an
efficient charge exchange process inside the
sensor when they pass the carbon foil of the
isochronous TOF mass spectrometer. Therefore,
we used the established anti-correlation between
the solar wind velocity and the freeze-in tempera-
ture of the ions [20-22] to derive the so-called
freeze-in temperature from the measured solar
wind velocity (see Chapter 8.2.1). From the
freeze-in temperature we obtained charge-state
distributions for each element by assuming an
ionization equilibrium in the corona and by
applying ionization and recombination rates for
electronic collisions from Arnaud and co-
workers [23; 24]. The application of the sensor
response to the measured data yielded densities
for the different elements.   

The MTOF instrument settings, which are
cycled, have been optimized for a broad range of
solar wind conditions. The stepping sequence
includes two voltage settings for the entrance
system and three values for the potential
difference between the entrance system and the
TOF mass spectrometer,   VF  (negative, zero, and
positive potential difference). For the present
analysis only the steps with negative or zero
potential difference have been used. In principle, a time resolution of five minutes can be ob-
tained if the sensitivity of the MTOF sensor is high enough for the particular element
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Figure 3-2: Densities for the different elements for
the time period around the CME event. Each data
point represents a measurement of 5 minutes. No
smoothing of the data has been applied.
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considered. For typical solar wind conditions, it is indeed possible to derive densities with this
high time resolution for the more abundant heavy elements in the solar wind, as will be shown
later in this work.

3.3 Results and Discussion

Preliminary densities derived from the measured data for the elements O, Ne, Mg, Si, S, Ca,
and Fe are shown in Figure 3-2 for the time period around the CME event. No smoothing of the
data has been performed. What can be seen already from the data in Figure 3-2 without detailed
analysis is that the compressed region after the shock (DOY 10, 1997, from 00:36 UT until
04:24 UT) had larger densities than the preceding interstream solar wind (with DOY denoting
the day of year). This was also observed for the filament eruption (DOY 11, 1997, from 00:22
UT until 02:27 UT), for which a substantial increase in density was observed for that period.
The time periods for the compression region after the shock, for the CME (DOY 10, 1997,
from 04:24 UT until DOY 11, 00:22 UT), and for the filament are indicated by vertical bars in
Figure 3-2. To derive a reference density for the interstream regime, the data accumulated
during DOY 8 have been evaluated. For the reference density in the coronal-hole-associated
solar wind data from the time period after the stream interface (DOY 11, 1997, 06:22 UT) until
the end of DOY 12 have been evaluated. The stream interface was identified according to
Burlaga [52] through a decrease in proton density by a factor of about two and an
accompanying two-fold increase in kinetic temperature. For the two reference periods we find
that the abundance ratios relative to oxygen agree with published data of interstream and
coronal-hole type solar wind as reviewed by von Steiger et al. [53] and agree with the
evaluation for a longer time period given in Chapter 2.

3.3.1 The Reference Solar Wind
Before we go into the details of the CME event itself, we will first discuss the unperturbed solar
wind, in the interstream regime (the slow solar wind) and in the coronal-hole regime (the fast
solar wind). The abundance of elements was highly variable over time during these two refe-
rence periods, which is quite common, as we discussed already in Chapter 2. Usually averages

over long time periods have been
performed to give reliable ratios of
elemental abundances. Since we
focused on the analysis of the
CME event, we only used an inte-
gration period of about one day for
the analysis of the unperturbed
solar wind (the two reference
periods). We found that the abun-
dance ratios with respect to
oxygen of elements with low first
ionization potential (FIP), the FIP
being less than about 10 eV (for
example, the elements Mg, Si, Ca,
and Fe in our study), were en-
hanced by a factor of about four in
the interstream regime compared to
the photospheric value. The en-
hancement amounted to less than a
factor of two in the coronal-hole-
associated solar wind for the low-
FIP elements. For Ne, a high-FIP
element, we found a small enrich-
ment by a factor of 1.2 in the inter-
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Figure 3-3: Solar wind abundance ratios for slow and fast solar
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relative to oxygen compared to photospheric ratios are plotted as a
function of FIP. The photospheric abundances were taken from [2].
The dashed lines indicate the organization of the abundance ratios
with respect to the FIP effect.
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stream regime and we found photospheric abundances in the coronal-hole-associated solar
wind. This organization of the abundance ratios of elements in the solar wind compared to their
photospheric abundance ratios by their FIP is the well-known FIP effect [12; 54; 55]. How-
ever, the underlying physical processes causing the FIP effect are not yet fully understood, as
has been reported in a recent review by von Steiger [3]. A plot of our data in the usual format
regarding the FIP effect is displayed in Figure 3-3. The dashed lines in Figure 3-3 indicate the
organization of the abundance ratios for the investigated elements with respect to the FIP effect.
The abundance ratios of the elements fall approximately onto horizontal lines, with the level de-
pending on whether they are low-FIP or high-FIP elements, and depending on the type of solar
wind flow (interstream or coronal-hole). Only the abundance ratio of Ca does not fit in this
simple picture, which is discussed below. Our abundance ratio data are commensurate with
published data on elemental abundance ratios in the solar wind and with the results reported in
Chapter 2, considering that only one day of data for the interstream and one day of data for the
coronal-hole solar wind has been used for the analysis. The Si/O and Fe/O abundance ratios are
a little bit lower than the values reported in Chapter 2, which indicates that one day of data is not
enough to average out the short-time variability in the solar wind.  

For Ca, not studied in detail in the regular solar wind before, we found an even larger
enrichment in the interstream regime than for the other low-FIP elements during this time
period. This agrees with the coronal abundance of Ca obtained from measurements of solar
energetic particles (SEP) [56]. The enhancement of the Ca abundance ratio in the coronal-hole
type solar wind is much larger than is expected for a low-FIP element. The Ca abundance ratio
practically remained the same in the interstream and coronal-hole regimes, possibly it is even
larger in the coronal-hole solar wind than in the interstream solar wind. Since Ca has such a low
FIP it is already well ionized in the chromosphere. Thus the requirement that an element being
neutral in the chromosphere for the FIP fractionation effect to occur is not fulfilled. The Ca
abundance in the solar wind will be discussed in detail in the following chapter.

Due to the high efficiency and high mass resolution of MTOF and the favorable obser-
vation conditions on SOHO, we were also able to measure the sulfur density with much im-
proved time resolution compared to earlier investigations. Until now there have been two re-
ports for solar wind sulfur abundances, one by Shafer et al. [57] and one by Galvin [58]. In the
framework of the FIP effect, sulfur is an interesting element, because its ionization potential is
approximately where one expects the transition between low-FIP and high-FIP elements to be.
We found that the sulfur-to-oxygen abundance ratio is increased in the slow solar wind by a
factor of 2.3±0.4 compared to its photospheric abundance ratio, which compares reasonably
well with 2.8±0.7, the value reported by Galvin [58] for this measurement. In the coronal-hole
type solar wind we found that the sulfur-to-oxygen abundance ratio is increased by a factor of
1.4±0.3, which is almost the photospheric value. Thus sulfur is indeed in the transition
between low and high FIP elements. For the S/Si abundance ratio we found values of
0.27±0.08 and 0.45±0.09 for the interstream and the coronal-hole-associated solar wind, re-
spectively. Considering the reported uncertainties, this is in reasonably good agreement with the
values 0.30±0.12 and 0.40±0.15, respectively, from the earlier study by Shafer et al. [57].

3.3.2 The Perturbed Solar Wind
The perturbed solar wind consists of the compression region after the shock, the actual CME
(or magnetic cloud), and the filament. These three plasma populations have been analyzed sepa-
rately and are discussed in detail below.

In the compression region after the shock and before the CME, the densities of all
elements increased by a factor of about two compared to their reference densities in the inter-
stream region. The proton density, measured independently by the PM, also went up by a factor
of two during this time period. No mass dependence was found for the composition in the
compression region. Similarly, the abundance ratios relative to oxygen clearly showed that the
composition of the compression region resembled that of the preceding interstream solar wind
regime, which is of course what one would expect for compressed solar wind following a
shock.
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For the CME we observed
a markedly different elemental
composition compared to the in-
terstream solar wind [59]. Lower-
mass elements—and especially
oxygen—appeared to be depleted,
whereas heavier elements were
enriched compared to their inter-
stream densities. Figure 3-4
shows the densities for the CME
plasma compared to the reference
density of the interstream regime.
The oxygen density was only a
factor of 0.66±0.13 of its inter-
stream value, the magnesium den-
sity remained at its value of
1.0±0.2, and the iron density
went up by a factor of 2.6±0.4.
Note that we performed the com-
parison to the interstream refe-
rence densities, which already
have a FIP bias compared to the
photospheric abundances. No obvious correlation of the elemental abundances in the CME and
the FIP was found (see Figure 3-5).

Looking at the elemental abundances with respect to oxygen, we also found a clear cor-
relation between the mass and the abundance ratio with respect to oxygen. For the Ne/O abun-
dance ratio an enrichment of a factor of 1.2±0.2 compared to its interstream abundance was
found. For higher masses, the enrichment then increased monotonically up to a factor of
4.0±0.6 for the Fe/O abundance ratio. For the CME plasma a Si/O abundance ratio of
0.43±0.14 and a Fe/O abundance ratio of 0.42±0.11 were found. No correlation was found
between the abundance ratio with respect to oxygen and the first ionization potential (FIP) of the
elements.

In the erupted filament the densities of all elements increased dramatically compared to
their interstream values. A similar increase in density has also been observed for the protons
[50]. Again we observed a clear mass
dependence such as was found for the
CME period (see Figure 3-4). Actual-
ly, the two measurements look very
similar, with the enrichment during the
passage of the erupted filament being
about a factor of 10 higher than in the
CME plasma. For the O density we
observed an increase by a factor of
6.5±2.1 compared to its interstream
reference density in the filament
plasma. On the high-mass side we ob-
served an increase by a factor of 19±8
and 33±7 for the Si and Fe densities,
respectively, compared to their inter-
stream reference densities. The mass
dependence is also seen in the abun-
dance ratio with respect to oxygen. For
the filament plasma a Si/O ratio of
0.49±0.25 and a Fe/O ratio of
0.53±0.21 were found. Again, the in-
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crease in density cannot be correlated with the FIP (see Figure 3-5).
One possible explanation of the unusual elemental composition we found for the CME

and the filament plasma is that an isolated volume of material, the precursor of the CME and the
erupting filament, resides on the solar surface where matter boils off from the volume. Given
the gravitational field of the Sun, lighter elements would be lost more easily than heavier ones
and a mass-dependent change of composition would result if the volume was reasonably
isolated for a sufficiently long time on the solar surface. It has been observed frequently that
CMEs begin as a slow swelling of a coronal streamer on time scales of several days [59]. Once
this isolated volume is released into space in the form of a CME or an erupting filament, it will
carry with it the altered compositional information as observed in our particle data at 1 AU.
Another explanation for the unusual composition could be fractionation by selective acceleration
after the release of the isolated volume. The mass-dependence we found for the elemental
abundance during the CME and during the filament eruption could equally well be interpreted as
a mass-per-charge dependence. Inferring the charge from the type of solar wind (since MTOF
determines only the mass of ions)2, we also obtained a monotonic function for the increase of
the elemental abundance with mass-per-charge during these time periods. 3He-rich flares, i.e.,
impulsive flares, usually also show enhancements of heavy elements, with Fe/O abundance
ratios up to one [56; 60]. This enhancement is monotonic with mass, and is also called mass
bias, and results from the ion acceleration process that depends on the mass-per-charge of an
ion as well as its velocity. However, whether the low energies (typically 1 keV/nuc) of the par-
ticles we measured are sufficient to achieve the observed change in composition due to fractio-
nation in the acceleration process remains to be demonstrated. Another concept, which could
explain the observed mass fractionation, is diffusion across magnetic field lines. This is our
favored concept to explain the measurements, and is discussed in detail below.  

3.4 Disintegration of a Loop

The January 6, 1997, CME is associated with a large filament structure on the solar surface
(S24˚ W10˚ [61]), since this filament is located where the projection of the CME trajectory
maps back on to the solar surface. Moreover, there is no other feature visible on the solar disk,
which could possibly be responsible for the CME release. After all, this CME event occurred
around solar minimum. Neither flare activity [62] nor energetic particles [63; 64] have been
observed in connection with this CME, making the CME an even more unusual event. The
filament, with a length of about 1.5·105 km on the solar surface, went through considerable
change during the days before the assumed release of the CME [61]. The filament existed
several days after the CME left the solar surface, and was even the presumed starting location
for a later CME on February 7, 1997 [61]. Thus we cannot directly link the disintegration of
this filament with the observed CME, but possibly with the disintegration of parts of this fila-
ment structure. Careful inspection of the YOHKOH images of the zoo of loops of the filament
structure revealed that a subset of these loops at the northwest end of the filament, a loop
structure of about a quarter of the size of the filament, was missing after the release of the CME.
There is no other feature in that area on the solar surface identified so far, which can be consi-
dered a candidate for a precursor to the CME. Thus, in the following we will base our interpre-
tation of our observations on the disintegration of loops.

It is well established that CMEs arise preferentially from closed magnetic field regions in
the solar atmosphere where the field normally was sufficiently strong to constrain the coronal
plasma from expanding outward into the heliosphere [49]. Moreover, many of the ejections had
the appearance of closed magnetic loops attached to the Sun at both ends [49]. So far, the fun-
damental question of what causes the eruption of a CME is unanswered. Extensive computer
modeling efforts [65] as well as theoretical investigations [66] currently under way are aimed at
understanding how a CME is actually released. Computer modelling shows that increased
                                                
2 Preliminary analysis of WIND data indicated that the charge-state distribution for the minor ions in this CME
is very similar to regular slow solar wind, unlike in many other CMEs (private information, Fred M. Ipavich,
University of Maryland, 1997).
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magnetic shear in the coronal loop will lead to instability, if a critical shear is exceeded, and
eventual launch into interplanetary space [65]. In addition to this slow increase of magnetic
energy in a loop due to the energy deposited by shearing, there exists also an alternative model
of injected magnetic energy into an existing loop structure driving the structure out of
equilibrium and leading to disintegration [66].

Our model of the CME event is as follows. A loop emerges from the solar surface and
takes with it photospheric material. Due to the expansion of the cross section of a part of the
loop with the height [66] a magnetic bottle is established between the two footpoints, which
traps electrons and ions inside this structure. The confinement of plasma in a magnetic bottle is
an imperfect process, because there is always a loss cone in velocity space from which ions can
escape. Note that the loss cone is independent of the mass or charge of the particle [67]. The
loop heats up and the hot electrons subsequently bring the trapped ions into higher ionization
states corresponding to the temperature of the electrons in the loop. Many loops along the
filament were observed with the YOHKOH SXT instrument, which mainly observes radiation
from the electron plasma of 10 MK temperature. Thus one can safely assume the validity of the
hot loop model [68], and electron temperatures similar to those of the solar corona. The foot-
points of the loop move, and if this movement winds up the magnetic field lines of a loop
enough, the loop will disintegrate and set free the trapped plasma material into an expansion into
space. Let us assume that the disintegrated loop evolves to be the CME. This CME was
observed first by SOHO/UVCS as a halo CME propagating toward the Earth, and was later
detected in situ in the particle data with the SOHO/CELIAS instrument. Of course, a single loop
will not release sufficient material to account for the mass of the CME as it was observed. It will
take many loops to disintegrate at the same time to come up with the mass. From the sequence
of images of the filament one can deduce quite some activity on this part of the solar surface.
Since the filament could be observed on the solar surface for more than ten days before the
release of the CME (the filament became visible on the east limb of the Sun on the morning of
December 28, 1996), the loops will also have existed for the same time period. The plasma
inside the loop is reasonably trapped by the magnetic bottle structure of the loop. However, we
also have to consider diffusion across magnetic field lines, which results in a loss of ions from
the loop. The diffusion across magnetic field lines is given by the corresponding diffusion
coefficient
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the cyclotron frequency of an ion with a mass per charge ratio   m q  in a magnetic field B . τ is
the time between two collisions, and     D0 the diffusion coefficient parallel to the magnetic field.
The time between two collisions is the inverse of the collision frequency for ion-ion collisions
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with Zj  and Zk  the charge of the ions j and k with the respective masses mj  and mk . The main
collision partners are assumed to be protons, thus   Zk =1 and   m mk p= . Furthermore,

    
ln lnΛ = ( )12 3π λN D

is the Coulomb logarithm, with the Debye length being determined from the main plasma, the
protons,
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is the reduced temperature. The ion temperature is assumed to be 104 K for both collision part-
ners, which is rather cold compared to the electron temperature in the loop. The ions will get
heated later in the corona, starting at an altitude of around one solar radius above the solar sur-
face [69], presumably by ion-cyclotron resonant Alfvén waves [70]. The diffusion coefficient
for species i is
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Now we have all the ingredients to evaluate the diffusion across magnetic field lines (Eq. 3-1).
In Figure 3-6 the results for the diffusion coefficient for diffusion across magnetic field lines are
shown for the hot loop model, using parameters which have been reported to be typical for this
scenario [68]. The assumed ion and proton temperatures are     T T Ki p= = 104 , the magnetic field
strength is     B T= −10 3 , the proton density is     n mp = ⋅ −4 1016 3 , and the electron temperature is
T Ke = ⋅1 5 106.  in this calculation. We find a considerable mass dependence in this diffusion
coefficient, such that the lighter ions diffuse out of the loop more easily than the heavier ions.
Thus, the plasma inside this loop is depleted of lighter ions. If the material contained in the loop
eventually becomes the observed CME, the observed mass fractionation (compare with Figure
3-4) can be explained, at this
point only qualitatively, by the
different losses of the various
heavy ions contained in the
loop. Even the mass depen-
dence of the diffusion coeffi-
cient we find, with a steeper re-
duction of   DT  for the lighter
ions and an almost constant dif-
fusion coefficient for silicon
and heavier ions, appears to be
just the inverse of the observed
fractionation. Assuming that
diffusion across magnetic field
lines is the relevant physical
process to explain our observa-
tional data results in the fractio-
nation being according to mass-
per-charge rather than being a
plain mass fractionation.

The various parameters
can vary in a limited range to
produce the mass-dependent
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Figure 3-6: Diffusion coefficients for diffusion across magnetic field
lines using the parameters (hot loop model):     T T Ki p= = 104 ,

    B T= 0 001. ,     N mp = ⋅ −4 1016 3 ,     T Ke = ⋅1 0 106.  (circles) and

    T Ke = ⋅1 5 106.  (squares). For oxygen and neon the diffusion coefficients
are the same for the two electron temperatures.
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Going to lower magnetic field strengths (    B T= −10 4 ) maintains the distribution versus mass,
and the diffusion coefficients increase in value. The difference in the diffusion coefficients for
light and heavy ions increases as well. For higher magnetic fields the difference in the diffusion
coefficient between the light and heavy ions becomes smaller until it vanishes around

    B T= 0 01. , which is a factor of ten higher than is considered the field strength in a hot loop.
The proton density cannot be much lower than the assumed value, otherwise the diffusion be-
comes very small and the pattern changes considerably for     n mp ≤ ⋅ −2 1015 3 . Higher proton
densities     n mp ≥ −1017 3  do not change the picture significantly. The dependence on the tempera-
ture of the ions is weak; in particular the temperature of the heavy ions is a very uncritical
parameter. The electron temperature is also not critical, although it has to be above 1 MK to
obtain the particular distribution of diffusion coefficients. We adopted a temperature of 1.5 MK
for further calculations. However, we need hot loops to explain the measured data. For an
electron temperature of 104 K, as would be the case in the cold loop model, the diffusion
coefficients are about 280 m2/s for every element. If we have the same diffusion coefficients
for all elements we cannot explain the mass-dependent fractionation we observe.

An additional effect altering the composition of a flux tube may arise from the curvature
and gradient of the magnetic field of a flux tube [71], which causes an average ion drift in the
direction of the gradient and curvature of the magnetic field. This drift velocity is proportional to
q–1 of the ion and thus favors the loss of lighter ions since their charge is smaller at the consi-
dered temperatures. For the geometry and the magnetic fields of typical flux tubes the associated
drift velocities are very small (≈ 10–3 m/s) and the resulting fractionation is small as well.

Having found the diffusion coefficients we can pursue the model one step further by
trying to derive a quantitative fractionation of the elements. We assume a loop of cylindrical
cross section and calculate the loss of a specific element with time due to the diffusion across
magnetic field lines. The loop geometry is defined as a tube of diameter 2a with a density of     n0

of a specific element inside the tube
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Outside the tube is vacuum

    n a t( , ) = 0 Eq. 3-6

Before we get started on the calculation we introduce the following variable transformation,
which makes the calculations easier:

    n r t n n r ts( , ) ( , )= −0 Eq. 3-7

changing the boundary conditions such that
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For this problem we have to solve the diffusion equation
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and assumes only a radial dependence. No dependence along the loop or as a function of
azimuth angle is considered. Thus we get
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using the substitution r DT= ξ . Note that in Eq. 3-9 the elemental dependence is now contained

in the variable ξ via the diffusion coefficient   DT . We apply the Laplace transform to solve Eq.
3-9
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using the substitution x s= ξ . This equation is known as the modified Bessel differential
equation and has the solution

˜ , ( ) ( ) ( ) ( )n x A s I x B s K xs ξ( ) = +0 0 Eq. 3-11

with     I0 being the modified Bessel function and     K0  being the modified Hankel function. The
prefactor B(s) is set to zero, since

    
lim ( ) ln
x

K x x
→

≈
0

0

is divergent for     x → 0 . The prefactor A(s) is derived from the boundary condition Eq. 3-8
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using the substitution     a DT= ξ0 . Thus we obtain for the coefficient A(s) in Eq. 3-11
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with     J0  being the Bessel function and using

    I x i J i xm
m
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The solution in the time domain is obtained by inverse Laplace transformation of Eq. 3-12
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with the closed contour C of the contour integral given in Figure 3-7. The value of the contour
integral in Eq. 3-13 is obtained by the residue theorem
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with the   zk ’s the points for which the function     f ( )ζ
is singular. The power series representation of     J z0( )
has only even powers of z, so we do not need to
worry about branch cuts. There is a singularity at
    s = 0 in the argument of the integral of Eq. 3-13,
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with   α j  being the arguments for which the Bessel function is zero ( J j0 0( )α = ) and therefore
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and finally, by undoing the substitution of Eq. 3-7 we get
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Eq. 3-14

which is an exact solution of our problem and a convergent sum. Typically, we are interested in
long time periods, so we only need to consider a few terms of the sum in Eq. 3-14, because of
the exponential term. To compare the calculations with the measurements presented above (in
Figure 3-4) we need to integrate Eq. 3-14 over the entire flux tube
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Figure 3-7: Contour path used for the inte-
gration in Eq. 3-13.
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Using the initial number of ions     N a n0
2

0= π  we can write Eq. 3-15 as
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Now we can evaluate Eq. 3-16 for the different ions using the diffusion coefficients we derived
earlier (see Figure 3-6). For this evaluation we will consider     N t N( ) 0  for each element; that is,
we simply investigate the depletion each ion species suffers due to diffusion perpendicular to
the magnetic field lines as a function of time. This makes us independent of any assumptions on
the initial abundance of the elements (for example, the photospheric abundance). By multiplying

    N t N( ) 0  with an initial density for an element we will get the final abundances of elements at
the time of the release of the CME. However, coming up with an initial abundance is an
involved endeavor and is not necessary here to explain the observed mass fractionation. Also,
we can assume that these initial elemental abundances are modified by the FIP effect given the
closeness of this region to the solar equator.

The comparison of the measured elemental fractionation in the CME and in the filament
with the fractionation due to diffusion across magnetic field lines is shown in two separate
panels in Figure 3-8 for flux tubes of 104 m radius. The crosses with the error bars are the
measured data from Figure 3-5 (the pertaining y-axis is on the left side of the panels). The re-
sults from the model calculation are indicated by the circles (the pertaining y-axis is on the right
side of the panels). The left and right y-axes are chosen such that they span the same relative
range between minimum and maximum value, a factor of 6 for the CME (left panel), and a
factor of 7 for the filament (right panel). The time necessary for the fractionation has been
chosen to reproduce the measured data with the model data, via visual comparison. The fractio-
nation data shown in Figure 3-8 are obtained after a time of about 7 days for which the loop
system must have existed and the diffusion changed the elemental abundance—a time which
compares well with the time the loop system was observed on the solar disk. The long time
needed to come up with the elemental fractionation appears to be particular to this CME event,
and could also be the reason why for most of the observed CMEs such a strong elemental frac-
tionation has not been observed.

If one wants to push the idea of disintegrating loops as the initial step of a CME release
further one could possibly explain the variety in the composition observed in CMEs. Given the
variety of loops, in terms of temperature, size, and many other parameters [68], and the
temporal development of the elemental abundance, or the development of the charge
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Figure 3-8: Comparison of the observed elemental fractionation in the CME (left panel) and the filament (right
panel) with respect to the interstream elemental abundances before the event, with the result from the calculation
of the depletion of elements due to diffusion across magnetic field lines. For the model calculation a time of 7 days
has been used. For the measured data they-axis is always on the left (crosses with error bars) and for the calculated
data the y-axis is on the right (circles). The range of the left and right y-axes for each plot is set such that they
span the same factor between minimum and maximum.



28

distribution, one can easily explain many observations of CMEs by finding the proper initial
conditions in a loop system on the solar surface, which will eventually evolve in the CME to the
final observed plasma composition.

In the above calculation we used only one electron temperature for all elements to derive
the ionization state of an element. It is known that the charge-state distribution for different ele-
ments is governed by different electron temperatures, or rather the balance between ionization
and recombination for a particular charge state of an element is reached at different electron tem-
peratures (see, for example, [3; 32], and Chapter 8.2.1). Also, non-Maxwellian tails in the
electron distribution will affect the ionization balance [72]. Furthermore, only one charge state
for each element, the most abundant charge state of the distribution, has been considered in the
calculation. In conclusion, the model presented above could be improved by elaborating on
these details, and it is anticipated that the improved model will reproduce the observed elemental
fractionation even better. However, already at this stage, the model can explain the mass-
dependent fractionation, with a monotonic increase toward heavier elements. Furthermore, the
model can also explain the magnitude of the fractionation, with the Si/O and Fe/O abundance
ratios being about a factor of four higher than observed in regular solar wind.
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4 Calcium in the Solar Wind
Calcium is an interesting element for at least two reasons. First, Ca is a very low-FIP element
with a first ionization potential (FIP) of 6.11 eV, which is considerably lower than the FIP of
the commonly studied low-FIP elements Mg, Si, and Fe in the solar wind (for example, see
Chapter 2). A preliminary analysis performed in conjunction with the analysis of the CME of
January 6, 1997, showed that Ca might have an anomalous behavior with regard to the FIP
fractionation, such that its abundance remains about the same for slow and fast solar wind (see
Chapter 3). This is in contrast to other low-FIP elements for which the density is markedly
different in the slow and in the fast solar wind (see Chapters 2 and 3). Such a behavior is
usually only observed for the high-FIP elements; however, their densities are not enriched with
respect to oxygen.

Second, Ca ions in the regular solar wind cannot be measured by SWICS-type instru-
ments, for example, linear TOF sensors, since their small signal is masked by the more
abundant silicon and iron ions in the M–M/Q matrix. Since CTOF is also a linear TOF sensor
we don’t anticipate being able to derive Ca abundances from CTOF data. So far the Ca
abundance has been determined mostly from SEPs for the SEP-derived corona, for example, by
Breneman and Stone [4]. Besides our earlier work in connection with the January 6, 1997,
CME [47], there is one other study of the calcium abundance by Kern et al. [73] for slow solar
wind in a limited velocity range. Thus measuring the Ca abundance directly in the solar wind
for a large solar wind velocity range will add to the general understanding of heavy ions in the
solar wind.

Data extraction of Ca peaks from MTOF spectra is rather straightforward and is perfor-
med in the same way as was discussed above. The Ca peak is not contaminated by a doubly
charged ion of higher mass, nor does the Ca signal suffer from being situated on the shoulder
of a peak of an abundant element. Also, the instrument function is reasonably good-natured (as
it is for Fe) compared to lower mass elements. The ionization state of Ca in the solar wind is

Figure 4-1: Period of 80 days of the data set used in this study, as derived from the MTOF and PM sensors.
Data are shown with a time resolution of five minutes. No smoothing has been applied to the data.
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mostly 10+ and 11+ for a large electron temperature range [73], which makes the data evaluation
easier and more reliable. The raw count rates for the Ca peak are typically between 10 and 20
counts in a five-minute spectrum, enough for reliable fitting of the mass line and background
subtraction. The main difficulty in the data analysis is obtaining an absolute value for the
density in the absence of a pre-flight calibration of the MTOF sensor with calcium ions.

Figure 4-1 shows a section of the data used in the present study. The top two panels
show the solar wind velocity and the proton density (as derived from PM measurements) in
order to give an impression of the state of the solar wind. The lower two panels give the
calcium and iron densities. This is the first time a time series of calcium densities could be
measured in the solar wind. Individual measurements obtained from the MTOF sensor at each
five-minute measurement step are displayed in Figure 4-1, and no smoothing of the data has
been performed. In general, the two heavy ion densities trace each other pretty well with time.
However, the calcium density shows more noise than the iron density because its signal is
lower by a factor of about ten. A meaningful temporal resolution for further scientific analysis
in the heavy ion densities will be around an hour. As has been discussed above (see Chapter 2),
the variability in the heavy ion densities is much larger than the variability of the proton density.
We find that the correlation between the heavy ion densities and the proton density is less pro-
nounced than the correlation between the heavy ion densities themselves. However, occasio-
nally even very brief features in the proton density are found in the heavy ion densities as well
(see DOY 172 or DOY 210, for example).

4.1 Results

The aim of this study was to derive the calcium abundance in the slow and fast solar wind, in a
manner similar to that used for the silicon and iron ions. An extended data set has been studied
here to derive reliable average abundances of calcium in the solar wind. The data set evaluated
for this study spans the time from DOY 30 through DOY 359 of 1996. Thus the data set is also
representative of solar wind associated with the quiet Sun. No flares or CMEs, which might
interfere with the data analysis, were observed in the particle data during this time period.

The results of the data analysis are given in Figure 4-2, which shows the calcium
densities as a function of the solar wind velocity (the proton velocity). Note that the data in
Figure 4-2 can shift up or down because the absolute value of the instrument function is still
uncertain. What is immediately obvious from Figure 4-2 is that the calcium density is almost
constant for a large solar wind velocity range. This is in sharp contrast to what was expected
based on the current understanding of the FIP effect. Moreover, this is in contrast to other ob-
servations from low-FIP ions like silicon or iron, for which a gradual reduction in their abun-
dance by a factor two to four relative to oxygen was observed in the solar wind velocity range
from 380 to 480 km/s, as was reported in Chapter 2 above. For direct comparison, the oxygen,
silicon, and iron densities are shown in Figure 4-3. The densities of all these ions drop in the
solar wind velocity range from 380 to 480 km/s considerably more than the calcium density.
The oxygen density drops only by a factor of less than two, but the iron and silicon densities
drop by factors of about three and five, respectively. Upon careful inspection of Figure 4-2, a
small, gradual, decrease of the calcium density range from 25 m–3 to 16 m–3 can be seen over
the entire velocity range. This is a smaller decrease in density than we observed even for oxy-
gen, which usually serves as a reference for investigations concerning the abundance of heavy
ions in the solar wind. Below and above the velocity range from 380 to 480 km/s the oxygen,
silicon, and iron densities remain essentially constant, which is different from the velocity
dependence of calcium.
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4.2 Discussion

The present investigation indeed demonstrates that the calcium density shows a different
dependence on solar wind velocity from what would be expected for a low-FIP element on
theoretical grounds, and it is also markedly different from observations of other low-FIP
elements.

When the solar wind abundance data are presented in the usual way, relative to oxygen,
the calcium abundance ratio for fast solar wind comes out to be higher than for slow solar wind,
since the oxygen density is smaller in the fast solar wind. From the present data analysis we
derive a FIP fractionation factor, i.e.,

f
n Ca n O

n Ca n OCa O,

[ ] [ ]
=

( )
( )

Solar Wind

Photosphere
[ ] [ ]

Eq. 4-1

of 3.4±0.8 for the slow solar wind and 3.7±0.8 for the fast solar wind for about one year of
data during a quiet Sun period. Thus, the earlier finding that calcium has almost the same
abundance ratio with respect to oxygen in the slow and in the fast solar wind (see Chapter 3 and
[47]), as derived from the analysis of two days of data close in time to the January 6, 1997,
CME (one day of slow solar wind and one day of fast solar wind), is confirmed by this more
elaborate investigation. That the calcium abundance ratio is higher in the fast solar wind than in
the slow solar wind can also be seen in Figure 3-3 above, although the FIP fractionation factors
are somewhat larger in the particular time interval around that CME. This is also an indication
that to average out the short-term fluctuations in the solar wind one needs more than one day of
data for the analysis. Similar results for the FIP fractionation factor are obtained when using

Figure 4-2: Logarithm of calcium densities measured with CELIAS/MTOF versus the solar wind velocity.
The ten linearly spaced contours give the number of measurements for a particular bin. Data have been selected
from DOY 30 through DOY 359 of 1996. During that time period there was mostly slow solar wind, which
explains the clustering of measurements between 300 and 400 km/s. The overlaid symbols are the mean for a
particular velocity bin and the error bars are the standard deviation of log(NCa) for a single measurement.
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Figure 4-3: The three panels
show the logarithms of the densi-
ties of oxygen (top), silicon (mid-
dle), and iron (bottom) as a func-
tion of solar wind velocity. The
displayed densities are the data
used in Chapter 2, but are now
shown directly, and not relative to
the oxygen density. The ten
linearly spaced contours give the
number of measurements for a
particular bin. Data have been
selected from DOY 30 through
DOY 359 of 1996. During that
period there was mostly slow
solar wind, which explains the
clustering of measurements be-
tween 300 km/s and 400 km/s.
The overlaid symbols are the
mean for a particular velocity bin,
and the error bars are the standard
deviation of log(NX) for a single
measurement.
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Table 4-1: Calcium abundance data in the photosphere, in the solar corona, in SEPs, and in solar flares are
given. From the reported measurements calcium abundances in the solar wind at 1 AU is derived using
assumptions given below.

Measured
regime

Measured
quantity

Method Measured value Ca/H derived Ca density
[m–3]

Reference

Photosphere Ca/H Optical 2.24±0.46 10–6 – 22.4 1) Ross and Aller [75]
Photosphere Ca/H Optical 2.19±0.41 10–6 – 21.9 1) Lambert and Luck

[76]
Photosphere Ca/H Optical 2.29±0.12 10–6 – 22.9 1) Grevesse and Anders

[77]
Photosphere Ca/H Optical 2.29±0.10 10–6 – 22.9 1) Grevesse and Sauval

[2]
Solar Corona Ca/H Optical

  3 24 101 23
1 33 6. .
.

−
+ − – 32.4 1) Veck and Parkinson

[78]
Solar Corona Ca/H Optical 3.6±1.7 10–6 – 35.5 1) Grevesse and Anders

[77]
Solar Flare Ca/H Optical Min. 4 10–6

Ave. 6.7 10–6

Max. 9 10–6
– 67 1)

Lemen et al. [79]

Solar Flare Fe/Ca Optical 6.8±1.0
6.0±1.5

1.76±0.37 10–5 4)

2.00±0.58 10–5 4)
46.5 3)

52.7 3)
Phillips and
Feldman [80]

Solar Flare Ca/H Optical Min. 3.6 10–6

Ave. 5.0 10–6

Max. 7.0 10–6
–

36.0 1)

50.0 1)

70.0 1)

Sterling et al. [81]

Solar Flare Ca/H Optical Min. 2.510–6

Ave. 3.40±0.42–6

Max. 4.510–6
– 34.0 1)

Fludra et al. [82]

Solar Wind,
slow

Ca/Si Particles 0.049±0.006 4.9±0.8 10–6 5) 19.5 2) Kern et al. [73]

Solar Wind,
slow

Ca/O Particles 0.0134±0.0032 3.12±0.88 10–6 29.1 Wurz et al. [47]

Solar Wind,
fast

Ca/O Particles 0.0186±0.0042 5.0±1.5 10–6 35.4 Wurz et al. [47]

Solar Wind,
slow

n[Ca] Particles 25±6 m–3 2.36±0.58 10–6 6) 25±6 This work

Solar Wind,
fast

n[Ca] Particles 16±4 m–3 3.17±0.79 10–6 7) 16±4 This work

SEP, mass
unbiased
baseline

Ca/Si Particles 0.076±0.042 7.6±4.2 10–6 5) 30.2 2) Meyer [60]

SEP derived
corona

Ca/Si Particles 0 082 0 012
0 014. .
.

−
± 8 2 102 0

2 2 6. .
.

−
± −  5) 32.6 2) Breneman and Stone

[4]
SEP Ca/Si Particles 0.077±0.010 1.02±0.12 10–6 30.6 2) Reames [83]
SEP derived
corona

Ca/H Particles 3.80±0.70 10–6 – 38.0 1) Grevesse and Anders
[77]

SEP derived
corona

Ca/O Particles 10.6±0.0.4 10–3 6.75±0.98 10–6 67.5 1) Reames [84]

1) Value is derived by assuming a proton density of 10 cm-3 at 1 AU.
2) Value is derived using a Si density of 400 cm-3 at 1 AU, from Chapter 2 (see also Figure 4-3).
3) Value is derived using a Fe density of 316 cm-3 at 1 AU, from Chapter 2 (see also Figure 4-3).
4) Value is derived using Fe/H = 1.2 10–4 from Ipavich et al. [33].
5) Value is derived using the Si/O abundance of 0.19 from Bochsler [35] (see also Table 2-2) and an H/O
abundance of 1900 from Bame et al. [85].
6) The proton density was 10.6±0.6 cm–3 during this period in the solar wind velocity range from 300–400 km/s,
as measured with CELIAS/MTOF/PM.
7) The proton density was 5.05±0.07 cm–3 during this period in the solar wind velocity range >500 km/s, as
measured with CELIAS/MTOF/PM.
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hydrogen as the reference instead
of oxygen, as can be seen in Table
4-1, since hydrogen behaves simi-
larly to a high-FIP element, as was
already concluded earlier by Meyer
[74].

Table 4-1 gives a survey of
the known measurements of the
solar calcium abundance in various
regimes together with the solar
wind results obtained in this study.
Abundance data from the photo-
sphere, the solar corona, SEPs,
and solar flares are given. From
the reported measurements we tried
to derive a Ca/H abundance ratio
and a calcium density in the solar
wind at 1 AU using certain as-
sumptions detailed in Table 4-1.
Apparently the solar corona is
somewhat enriched in calcium compared to the photosphere. Using the photospheric calcium
abundance [75; 76] we would expect a calcium density of about 22 m–3 at 1 AU. Using the
solar corona measurement from Veck and Parkinson [78] the expected calcium density is about
32±12 m–3 at 1 AU. The calcium density in the solar wind derived in this work is 25±6 m–3

for a solar wind velocity range from 300 km/s to 400 km/s. Given the uncertainty in the ab-
solute calibration of MTOF for the calcium measurement, the obtained density value in the solar
wind is compatible with the density derived from the photospheric calcium abundance as well as
with the density derived from the solar corona abundance. We have to await further calibration
work for the MTOF sensor to make a statement regarding whether calcium in the solar wind is
actually enriched with respect to its photospheric abundance. Calcium abundance ratios with
respect to hydrogen derived from measurements of flares and SEPs show a large variation from
event to event. Flares even show considerable variations in their elemental composition during
the event itself. This makes SEPs and flares unreliable candidates for the determination of the
regular solar wind composition. With some assumptions one can remove the mass-bias in the
composition of SEPs to derive a so-called “base-line-composition of the SEPs”, which is as-
sumed to be representative for the elemental abundances in the solar corona [60]. This seems to
be indeed the case. If for the Ca/Si abundance ratios in SEPs the solar wind density of silicon is
used (from Chapter 2), the Ca densities obtained from SEPs agree with the solar corona mea-
surement reasonably well. Feldman et al. [86] have found, contrary to the above findings, that
low-FIP elements are enhanced in the corona by a factor of about four rather than the high-FIP
elements being depleted by this factor. Since this conclusion is based on solar flare observa-
tions, this finding seems to be true just for solar flares, but may not be extended to the elemental
abundances in the solar corona.

The ionization state of an atom is roughly determined by its FIP. Actually, whether an
atom stays neutral or becomes ionized depends upon the atom’s collisional and radiative ioniza-
tion rates. In the solar atmosphere where the temperature is     T Ke ≤ 104 , some elements stay neu-
tral while others become ionized. The fraction of ions for a certain electron temperature is
shown in Figure 4-4 for selected elements, considering only ionization by the electron gas in the
solar atmosphere and assuming ionization equilibrium [23; 24]. Ionization by UV and EUV ra-
diation will even increase the ion fraction. The grouping of elements in classes of low-FIP (Ca,
Mg, Si, Fe, … ) and high-FIP (O, Ar, …) is immediately apparent in Figure 4-4. Also the
intermediate position of sulfur is reproduced. From Figure 4-4 it appears that the FIP fractiona-
tion cannot be limited to the 104 K chromospheric temperature plateau and to the lower tran-
sition region, as is the generally accepted picture, but must start already much lower in the solar
atmosphere where some appreciable amounts of neutral atoms still exist.

Figure 4-4: Ion fraction for selected elements, considering only
ionization by the electron gas at a certain temperature in the solar
atmosphere and assuming ionization equilibrium, according to
Arnaud and co-workers [23; 24].
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Ionization of Ca occurs at a
somewhat lower temperature than
ionization of the more abundant
low-FIP elements Si and Fe, but
not low enough to explain the
special behavior we reported above.
However, we have to consider that
the particles start from the solar
surface at a temperature of about
6000 K. At this point many ele-
ments are already ionized to a large
fraction (for example, iron [29]).
When rising through the solar at-
mosphere the particles pass through
the temperature minimum around
4000 K at an altitude of about
500 km above the solar surface
before the temperature rises again.
In that region neutralization of the ions will occur. The recombination rate for neutralization is
shown in Figure 4-5 as it is derived from the work of Arnaud and co-workers [23; 24]. Around
the temperature minimum, the recombination rate for calcium is very low. Thus we can argue
that calcium, which is highly ionized at the solar surface, will stay ionized when passing
through the temperature minimum and therefore escapes the FIP-fractionation process. Further-
more, the recombination rate for iron is a factor of about 10 lower than the recombination rate of
silicon around the temperature minimum and in the chromospheric temperature plateau. From
this difference we conclude that silicon is much more likely to neutralize than iron when passing
this region of the solar atmosphere. The difference in the neutralization might explain the
different FIP factors we found for Si and Fe in Chapter 2. We found that in the slow solar wind
both Si/O and Fe/O were enriched by a factor of about four compared to the respective
photospheric values. In the coronal-hole-associated wind, however, the Fe/O ratio was about a
factor of two higher than in the photosphere, but the Si/O was almost photospheric. This
difference can be explained by silicon being neutralized more effectively than iron and silicon
thus being depleted more by the ion-neutral fractionation process. Magnesium shows a FIP
pattern similar to that of iron (see, for example, Geiss et al. [32] and Figure 3-3), and also has a
low neutralization rate in this region of the solar atmosphere.  

Fludra et al. [82] determined the abundances of S, Ca, and Fe relative to hydrogen for
several flares. The authors also performed detailed analysis of the abundance ratios with respect
to the temperature of the flare at the time when the spectra were taken. S/H and Fe/H showed a
strong dependence on the flare temperature, whereas the Ca/H abundance ratio was almost
independent of the electron temperature. This finding also suggests that calcium is ionized far
down in the solar atmosphere before the flare acceleration takes place.

4.3 Conclusions

From the present analysis we conclude that oxygen and thus also the other high-FIP elements
are depleted, rather than the low-FIP elements being enriched, in the solar wind. The main
reason for this conclusion is that the calcium density shows very little change with changing
solar wind velocity compared to the other low-FIP elements, but also compared to oxygen.
Calcium is already ionized low in the solar atmosphere, and therefore escapes the FIP-
fractionation process, which presumably is taking place in the upper chromosphere and lower
transition region. The FIP-fractionation process is basically an ion-neutral separation process [3;
5; 12]. Only the ions are further accelerated in the solar corona to become part of the solar wind.
Therefore, elements being ionized faster (low-FIP elements) will have an advantage over
elements, which become ionized later (high-FIP elements). From this, one can also conclude
that high-FIP elements are depleted with respect to low-FIP elements. That the high-FIP

Figure 4-5: Neutralization rates from singly ionized species as
derived according to Arnaud and co-workers [23; 24].
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elements are depleted is in agreement with a large survey by Meyer [87] of elemental
abundances in SEPs, in the solar wind, and in galactic cosmic-ray sources, for which he also
found a depletion of high-FIP elements. This conclusion is also in agreement with the measure-
ments of the elemental abundances in the solar corona by Veck and Parkinson [78]. Also in
recent optical measurements of elemental abundances in coronal streamers performed with
SOHO/UVCS by Raymond et al. [37; 38], a “depletion of the high-FIP elements oxygen and
sulfur by a factor of three compared to low-FIP elements” was found.

Recently, Feldman [54] and Falconer et al. [88] introduced the class of very low-FIP
elements with a FIP lower than 6.1 eV to distinguish these elements from low-FIP elements
with a FIP from 7.5 eV to 10 eV. This new category was introduced due to their different be-
havior from that of the other low-FIP elements.

Finally, we conclude that oxygen is not a good reference to study elemental abundance
ratios in the solar wind, since its density changes with solar wind velocity. Neither do
hydrogen, although by far the most abundant element, and silicon appear to be particularly
advantageous, since their densities also change significantly with solar wind velocity. From this
analysis it appears that calcium is best suited to serve as a reference to study abundance ratios.
Elements with very low FIP, like Al (5.98 eV), Na (5.14 eV) and perhaps even Cr (6.76 eV),
probably will show similar dependence of their density on the solar wind velocity.
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5 The MTOF Sensor
The Mass Time-of-Flight (MTOF) sensor is a high mass resolution mass spectrometer using an
isochronous time-of-flight geometry for the determination of the mass of an incoming ion.
Since the determination of the ion’s mass is independent of the ion energy, no energy selection
in the entrance system is necessary. Therefore, an entrance system with a wide energy accep-
tance is used for MTOF. This results in high sensitivity of the MTOF sensor combined with un-
precedented mass resolution. Since no energy per charge scan of the entrance system is
necessary, the MTOF sensor has a theoretical duty cycle of 100%. In reality, the sensor settings
are cycled in six steps to cover the entire parameter space of the solar wind plasma for all heavy
ions up to Ni. Depending on the ion under consideration and solar wind plasma parameters, this
stepping procedure can reduce the duty cycle to about 50%.

5.1 The MTOF Entrance System

The MTOF entrance system is a Wide Angle Variable Energy/Charge electrostatic analyzer
(WAVE). The WAVE entrance system was designed and built at the University of Bern. The
function of WAVE is to accept solar wind ions over a large energy range as well as over a large
range of incident angles (in the ecliptic plane along α, and out-of the ecliptic plane) and transmit
them to the V-MASS mass spectrometer while eliminating the dominant proton component.
Furthermore, WAVE efficiently suppresses the large flux of solar photons (UV and visible

ranges) by more than eight orders
of magnitude.

The WAVE consists of
three staggered boxes of cylindri-
cal symmetry (see Figure 5-1).
High transparency grids at
ground potential cover the front
of each box. The voltage on the
rear of each box is   VWAVE . With
the help of three guarding rings
along the inside perimeter of the
boxes, a homogenous electric
field is generated. Theoretically,
the ion trajectories inside each
box are parabolas. In reality, the
trajectories are complicated by the
lensing effects of the finite mesh
size of the three grids and the
non-ideal boundary conditions of
the metallized guarding rings on
the inside of each box.

The relative sizes of the boxes and the overall geometry are chosen such that for a given
voltage, solar wind ions are accepted within an energy-per-charge range from     ( )minE Q to

    ( )maxE Q , with a factor of five between these two limits. Basically, all solar wind heavy ions are
accepted by WAVE; only protons and alpha particles are rejected under ideal operational
conditions. The angular acceptance of WAVE ranges from 20° to 70° in the ecliptic plane and
–25° to +25° out-of the ecliptic plane.

5.2 The Isochronous Mass Spectrometer

The application of carbon-foil time-of-flight (TOF) mass spectrometers to space science was a
major improvement over previous instrumentation, providing detection efficiency and mass re-

Figure 5-1: Schematic view of the MTOF WAVE entrance system.
α is the incident angle in the ecliptic plane with respect to the ground
plane, di are the individual box heights, and li are the lengths of the ion
path parabolas projected on the ground plane.
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solution exceeding previous instrumentation for solar wind plasma research considerably. In
carbon-foil TOF instruments, an incoming particle is identified by having it pass a thin carbon
foil (≈100Å) to produce a start signal and then measuring the elapsed time until the particle hits
a stop detector at a given distance. Knowing the energy of the particle, its mass can be inferred
from the flight time. This type of spectrometer was first proposed for measurements in space by
Gloeckler and Hsieh [89] and has been successfully employed since then (for example, see
references [90-93]). For cases when the resolution of isotopes or the unambiguous identifica-
tion of molecules is needed, significant improvements to this type of mass spectrometer must be
made. Isochronous TOF mass spectrometers have the necessary capabilities for these
measurements.

5.2.1 Theory of Operation
In an isochronous TOF mass spectrometer, ions travel in a suitably configured electrostatic
field, where the flight time depends solely on their mass-per-charge ratio and is independent of
the initial conditions of the ions. Only the fraction of the incident particles emerging from the
carbon foil as singly charged ions can be used. Independent of their initial charge state, the
majority of particles leaves the foil neutral or as singly charged ions, because of efficient
charge-exchange processes during passage of the carbon foil [16-18; 94]. The neutral particles
are not deflected by the electrostatic field, and leave the isochronous TOF section. Since
multiply charged ions are rare at the energies considered, the mass-per-charge spectrum consists
mainly of singly charged ions and thus corresponds largely to a pure mass spectrum, with little
interference from doubly charged species.

Within the analyzer section of an isochronous TOF instrument, the ions are reflected
back to the entrance plane by a linearly increasing electrostatic field of the form

    
E z wz( ) = −2 ,

which is derived from an electric potential of the form

    
Φ z wz( ) = 2

with w being the scaling constant. The z direction is taken perpendicular to the entrance plane
(the xy plane), which is located at     z = 0 . Since the motion of the ion in z direction is
independent of the motion in the xy plane, the motion in z direction is described by

    

d z

d t
w

q
m

z
2

2
2 0+ = Eq. 5-1

with q and m the elementary charge and the mass of the particle, respectively. The solution of
Eq. 5-1 describes a harmonic oscillation along the z-axis with a half-period of

t
w

m

qTOF = π 1
2

 . Eq. 5-2

The period of this oscillation is independent of the initial conditions such as initial energy or
entrance angle. Therefore, the TOF of an ion is only proportional to the square root of the mass
per charge. For an ideal isochronous configuration, the resolution is only limited by the
resolution of the time measuring system. An initial energy or angular spread will not degrade
the mass resolution, and thus the mass/charge of the ions can be determined accurately. This
was successfully demonstrated with a laboratory instrument [95]. For space applications, mass
resolutions of 100 and more can be reached when the geometry of the electric field is close to
ideal. However, realizations of isochronous instruments so far either approximate the electric
field to a limited degree [96; 97] or use a configuration with an incomplete harmonic field com-
bined with a linear TOF section [98]. The latter instrument, the so-called V-type mass
spectrometer (or V-MASS), is currently in use on several space missions [6; 99; 100], and will
be discussed in detail in this section. Recently, a new type of isochronous TOF mass spectro-
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meter was introduced with a
cylindrically symmetric
harmonic potential which
allows an almost exact reali-
zation of the ideal field [101;
102], and with a perfor-
mance exceeding the
currently used instruments
[103].

The underlying phy-
sical principle of the V-type
mass spectrometer is that the
potential inside a quadrupole
exhibits a quadratic behavior.
Thus, one quadrant of such a
quadrupole can serve as an
isochronous mass spectro-
meter. It was realized already
in the late 1960’s that the
harmonic field of a qua-
drupole can be used for a

compact mass spectrometer (see review by Carrico [104]), but only limited experimental suc-
cess with this type of mass spectrometer was accomplished, basically demonstrating the feasi-
bility of the concept. For laboratory applications this type of mass spectrometer was not pur-
sued any further, since better performance with simpler design is achieved with reflectron TOF
instruments. For a space application, Hamilton and co-workers [98] were the first to build a
prototype of a V-type isochronous mass spectrometer. Currently, instruments of this type are in
use on the WIND mission in the SMS/MASS sensor [99], on the SOHO mission in the
CELIAS/MTOF sensor [6], and on the ACE mission in the SWIMS sensor [100]. Figure 5-2
shows the schematics of the V-type instrument. The potential between the two electrodes (the
hyperbola and the V-shaped ground plate, the “Vee”) is given by

    
V x z

z
z x,( ) = −( )Φ0

0
2

2 2 Eq. 5-3

with Φ0  the voltage on the hyperbola and z0 the separation of the hyperbola from the Vee,
which is electrically grounded. This configuration produces the desired electric field with the
linear increase in field strength in z direction.

We break the ion trajectory into two parts to calculate the flight time, where t1 is the
flight time inside the harmonic potential and t2 is the flight time from the Vee to the detector.
Before we go any further with the calculation, we introduce the following abbreviations to be
used from here on
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0
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 . 

The trajectory inside the harmonic potential is derived by integrating the acceleration from the
electric field exerted on the ion along the trajectory
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Figure 5-2: Schematics of a V-type isochronous mass spectrometer.
The carbon foil is located at the particle entrance. Particles coming from a
direction (α,β) move according to the electrostatic forces (solid bold line)
until they exit through the sides of the Vee. The dashed line is the
projection of the trajectory on the yz plane.
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with v x0 , v y0 , and v z0  being the components of the initial velocity of the ion exiting the carbon
foil at x = 0, y = 0 , and z = 0 . Further integration along the trajectory in the quadratic potential
leads to
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Eq. 5-5

The ion leaves the Vee at a time t1, which is where     x t z t( ) ( )= . Thus we can calculate     t1 from
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For a start location other than     x0 0=  we have to extend the right-hand side of Eq. 5-6 such that
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on the left-hand side of Eq. 5-6. After leaving the Vee, the flight time of the ion in the field-free
area between the Vee and the detector (located at z = 0) is given by t2
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The total flight time,   tTOF , is the sum of t1 and t2. For   β = 0  the solution of Eq. 5-7 is trivial and
we get

    
t t

z m
qTOF = =0

0
2

0 02
π

Φ
Eq. 5-8

For   β = 0  the flight time depends only on the
mass per charge (and a constant instrumental
parameter), but does not depend on the initial
energy of the incoming ion. In the following
we will investigate the case for   β ≠ 0  and for

    x0 0≠ . For that purpose we have to solve
Eq. 5-7, which is not possible analytically.
The total flight time of ions as a function of β
and x is displayed in Figure 5-3 using a
numeric evaluation of Eq. 5-7. It is obvious
that the flight time becomes longer for
increasing β. Starting from a location     x0 0≠
makes this deviation even worse (see Figure
5-3). Therefore, the acceptance angle β of
the detector has to be limited for sufficient
time resolution and therefore mass resolu-
tion. For the same reason the entrance aper-
ture size needs to be limited to a small value
of x0, which reduces the active area of this
type of instrument.

To simplify further calculations we
introduce the following abbreviations for the
flight times in the two regions
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Figure 5-3: Dependence of TOF, u u1 2+ , on the

angle β for a V-type instrument is shown by numerically
solving Equation 5-6 and calculating the total flight time
(pointed line) for x0 = 0mm. For comparison the results
from the approximations from equation 5-8 (solid line)
and from Bürgi [105] (dashed line) are given. The
numeric solution for x0 = 1mm is also given (dashed-
pointed line).
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u t t1 1 0= π  and u t t2 2 0= π

with

    u u1 2+ ≥ π

To obtain an approximation for the deviation of the flight time from t0, we expand the left-hand
and right-hand sides of Eq. 5-6 around     u1 = π . Using the approximation
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For   β = °3  this approximation leads to u1 2 705= . , which is close enough to the precise
numerical value of 2.730 for     u1. One clearly sees that the ions can spend a considerable time
outside the harmonic potential (approximately the remainder to π), which is the reason to
describe this instrument type by an incomplete harmonic field. With the expansion
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L

we get for the total flight time
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Fortunately, the first-order and second-order terms in u1 and u2 cancel out and the deviation of
the flight time from t0 is proportional to β 3 . This explains that a V-type instrument has good
mass resolution in spite of the fact that the ions travel a considerable time in field-free space. Up
to   β = °5  this approximation is close to the exact numerical result. Expanding the individual
terms to higher order yields an expression that is of course valid for even larger β [105]. The
result of this approximation as well as the result derived by Bürgi [105] are shown in Figure
5-3. The flight time increases with β and x0 but is still independent of the initial energy and
angle. This describes a theoretical limit for the mass resolution to be obtained with a V-type
instrument for a given detector width. Since the flight time only increases with deviations from
the nominal entry conditions (    x0 0=  and   β = 0 ) we get an asymmetric appearance of the mass
peaks in the recorded spectra if the entry conditions of the recorded ions have a distribution in x
and β, which is usually the case. If this distribution is not centered along    x0 0=  and   β = 0  then
even the average flight time (the peak center) increases, which has to be taken into account in
the data analysis.

5.2.2 Mass Resolution
The mass resolution of a time-of-flight instrument is determined by the ratio of the flight time of
an ion divided by its variation

    

m
m

tTOF

∆ ∆
= 1

2 τ

with the factor one half resulting from the quadratic dependence of the mass from the flight time
(Eq. 5-8). For a V-type instrument we have to consider three contributions to ∆τ : the uncer-
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tainty of the TOF measurement, ∆τe ; the theoretical limitations imposed by a spread in β and by
x, ∆τ β ,x ; and a term, ∆τd , resulting from the fact that the detector cannot be placed directly in
the plane of vanishing z in a practical realization. Therefore we get
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The uncertainty of the TOF measurement, ∆τ e , is a combination of the resolution of the elec-
tronics and the TOF dispersion of the start electrons on their way from the C-foil to the start
detector. This uncertainty is constant; it does not depend on the particle’s energy or mass.
Therefore we can write
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The contribution from the second term has already been discussed above (see Figure 5-3). For
the last term in Eq. 5-10 we have to evaluate the flight time differences for particles moving
along a short linear TOF of length dz  with energies differing from the nominal energy E by
±∆E
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where ∆E  is mainly caused by the energy straggling in the carbon foil. In Eq. 5-12 an approxi-
mation for the energy straggling is used [106; 107] with ke being a constant. Of course, the
energy resolution of the entrance system or the plasma temperature have to be folded into ∆E ,
which usually contributes only little to ∆τd  for these instruments. Figure 5-4 shows the calcu-
lated mass resolution together with published experimental results from the laboratory prototype
[98], the calibration data for the WIND/SMS/MASS sensor [99] and the calibration data for the

SOHO/CELIAS/MTOF sensor
[6]. For the MTOF sensor the
mass resolution during flight is
between 65 and 100 depending
on the MTOF sensor settings
and the solar wind parameters.
This value for the mass reso-
lution is derived from the five-
minute mass spectra recorded
by MTOF.

The mass resolution
scales linearly with     z0

(through   tTOF ), and is mainly
limited by the acceptance angle
and the aperture size. For ions
of low mass, limitations
caused by ∆τ e  become notice-
able. In spite of these theore-
tical and practical limitations,
the V-type instruments cur-
rently in use [6; 99] have suffi-
cient mass resolution for iso-
tope analysis at the expense of
overall detection efficiency.
For the data analysis we do not
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Figure 5-4: Mass resolution of V-type isochronous mass spectrometer
as determined by Eq. 5-10 for   β = °1 5.  (solid line),   β = °2 3.  (dashed line),
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need to know the precise value of the mass resolution for a certain mass, since the peaks are
fitted. But it is important to know what resolution can be expected so that the fitting routine
does not run astray.

The importance of the angular acceptance arises from the angular scattering of the ions in
the carbon foil, in addition to the angular acceptance of the ion optical entrance system. The an-
gular scattering in the carbon foil is substantial (on the order of ±10°; see Chapter 6.3.1) for the
ion energies in the range of keV/nuc [108]. For good overall detection efficiency, the mass
spectrometer needs a large angular acceptance. For the V-type instrument, evaluation of the
angular acceptance is straightforward. In y direction the instrument is built long enough to
accept most of the scattered ions in α direction. In β angle the angular acceptance is constrained
by the detector width. A trade-off between mass resolution and angular acceptance is necessary.   
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6 The MTOF Instrument Function
In this chapter we will describe the MTOF instrument function. Basically, the instrument
function consists of two major parts. One part describes the WAVE entrance system, which is
based largely on calibration. The other part describes the V-MASS time-of-flight mass spectro-
meter, which is based largely on computer simulation and theory. Also the interface between
WAVE and V-MASS is described here. For the calculation of the instrument function some as-
sumptions about the nature of the solar wind have to be made, which are given at the end of this
chapter.

6.1 The Entrance System

The WAVE entrance system was calibrated at the CASYMS calibration facility at the University
of Bern [109; 110]. The calibration was performed at the component level, with the WAVE
entrance system alone, with the WAVE entrance system integrated into the MTOF sensor, and
with the WAVE entrance system integrated in a V-MASS mock-up. The calibration data are
available in the form of an active area depending on the energy per charge   E Q , the angle in the
ecliptic plane, α, and the angle out-of the ecliptic plane, β, of the incoming ion

A A kWAVE= ( ), ,α β Eq. 6-1

with kWAVE the analyzer constant of the WAVE entrance system

k
E Q

VWAVE
WAVE

= Eq. 6-2

being the ratio between E Q  and VWAVE , the WAVE voltage. The calibration data are available
in the form of a three-dimensional array, with 23 steps along the kWAVE axis (ranging from
0.2857 to 5.4286, spaced non-linearly), 10 steps along the α-axis (ranging from 25° to 70° in
steps of 5°), and 4 steps along the β-axis (for 10°, 0°, –10°, and –20°, with the data at 20° taken
to be equal to the data at –20°). Outside this range of values for   E Q , α, and β, the active area
is zero. In order to have a finer grid the three-dimensional array of calibration data has been
linearly interpolated along the kWAVE axis to 46 steps. Also, two steps on the β axis at –5° and 5°
have been added by linear interpolation to overcome the rather large steps of 10° with respect to
the out-of ecliptic angle, which deviates from 0° by a few degrees in both directions for typical
solar wind.

The calibration data were taken at the CASYMS calibration facility using a pencil ion
beam. The solar wind, however, has a considerable kinetic temperature. Therefore, the
measured acceptance of the WAVE entrance system in   E Q , α, and β for a pencil beam has to
be convoluted with the distribution of the actual solar wind ions at the time when the data were
recorded by MTOF. For this convolution, the solar wind is assumed to have a three-
dimensional Maxwellian distribution characterized by a temperature   Ti that is convected away
from the Sun with the bulk velocity     

r
vb . Different temperatures parallel and perpendicular to the

magnetic field are not considered since this information is not available from the CELIAS data
set. Non-Maxwellian tails are not included either since the fluxes associated with these tails are
very low. Also, it is assumed that the distribution is spatially uniform on the length scale of the
sensor. The solar wind distribution is described by
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with   ni being the density of an ion species i,   Ti its temperature,     
r
v  its velocity, and   

r
v i,0  the bulk

velocity of the species i. The bulk velocity of the heavy ions (species i) is taken to be a little bit
higher than the proton velocity depending on species and proton velocity (see Chapter 8.2.2).
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For most of the time, the ion temperature is proportional to the mass of the ion [111]; that is, the
ratio   T mi i  remains constant and can be taken from the proton measurement T mp p :

    
v

k T
m

k T

mtherm
B i

i

B p
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= =2 2
Eq. 6-4

with   vtherm being the thermal velocity, a parameter which is measured by the PM. For the data
analysis discussed in the following it is always assumed that Eq. 6-4 is valid. Observations
show that this assumption is true most of the time [111], with rare exceptions occurring
sometimes at slow solar wind velocities [22]. Thus it is more convenient to write Eq. 6-3 as
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with the vi,0  being the Cartesian components of the bulk velocity of species i in the solar wind.
In the spherical coordinate system used for the MTOF sensor the distribution can be written as
follows
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with αb  and βb  the solar wind bulk flow direction in the ecliptic plane and perpendicular to it,
respectively. This representation assumes that the particle flow to the spacecraft is in x direction
and the ecliptic plane is in the x-y plane with y pointing in the direction of spacecraft movement
and the z direction completing a right-handed coordinate system. The distribution can be
approximated very well by
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To obtain the effective area with which the MTOF “sees” the solar wind,   Aeff , we have to
convolute the distribution of the solar wind with the active area of WAVE. Since the active area
of WAVE is given in polar coordinates we rewrite

A v A k
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n
v d v d deff WAVE

SW
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, , , ,
, ,

cosα β α β α β α β β( ) = ( ) ( )∫∫∫ 2 Eq. 6-6

using only the normalized part of the solar wind distribution, and with α being the angle in the
ecliptic plane and β being the angle out-of the ecliptic plane. Inserting Eq. 6-5 in Eq. 6-6 we
obtain
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Eq. 6-7

with   α b and   βb being the angles of the bulk flow in the ecliptic plane and out-of the ecliptic
plane, respectively. The parameters   vb ,   vtherm, and   βb are measured by the PM (    v i0,  is derived
from   vb ).  α b is not measured on SOHO and we have to assume that αb = °45  (i.e., radial flow,
since we don’t have this measurement available).   α therm  and   βtherm are calculated from   vtherm

assuming a symmetric distribution. It is known that the solar wind exhibits anisotropies in the
temperatures (i.e., the thermal velocity) parallel and perpendicular to the magnetic field,
particularly further inside the inner heliosphere [112; 113]. This information is not available on
SOHO and we have to assume a symmetric distribution for further analysis.

The effective area of WAVE in the plane spanned by the parameters   kWAVE  and α is
shown in Figure 6-1. The acceptance range along the   kWAVE  coordinate goes from 0.2 to 1, a
factor of 5 between the lowest and highest energy transmitted. For the α coordinate the
acceptance range goes from 25˚ to 70˚, that is about ±25˚ from the nominal 45˚ angle. The
contours of the ion distributions in the   kWAVE  and α plane are overlaid in Figure 6-1 for the
different iron ions for a solar wind velocity of 350 km/s and a thermal velocity of 30 km/s. In
this example the iron ions are located in the center of the acceptance range and the active area for
this measurement is large. With higher solar wind velocity the ions will move up in Figure 6-1
toward and beyond the limit of acceptance in   kWAVE . The parameter   kWAVE  is derived from the
current value of VWAVE  given by the stepping sequence of MTOF and from the current value of

  E Q . The current energy, E, is derived from the proton velocity, assuming that the heavy ions
have about the same velocity as the protons (with some minor modifications, which will be

Figure 6-1: Contour plot of the calibration data of the active area of the WAVE entrance system for
VWAVE = 5800 V and VF = 0V. Overlaid are the 50% contours for the different iron ions for a solar wind
velocity of 350 km/s and a thermal velocity of 30 km/s. The gray levels are logarithmically coded for the
ion intensity (derived from an electron temperature of 1.3 MK), with the brightest contour being 1, then
0.3, 0.1, until 10-5. The crosses indicate the center of the distribution of the ions in this parameter plane.
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given later in Chapter 8.2.2). The ionic composition of the solar wind is not measured by
MTOF, and for most of the time during the SOHO mission it is not measured by any other
sensor either. Thus, the charge—or rather, the charge distribution—for an element of interest
has to be derived by some other means. This will be discussed in detail in Chapter 8.2.1.

The triple integral of Eq. 6-7 is performed numerically, with the distribution function
being evaluated on the grid points (as discussed above) of the calibration data of the entrance
system.
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with the normalization
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Using the parameters   vb ,   vtherm,   βb and   α b , we get for every measurement interval of five
minutes the effective area of the entrance system for the element of interest. The active area
derived from Eq. 6-8 is shown in Figure 6-2 for O6+ ions and a relatively cold solar wind of
10 km/s thermal velocity. Actually, plotting the effective area against the instrument constant,

    ( / )E Q VWAVE , makes the interpre-
tation of Figure 6-2 independent of
the choice of the ion. The effect of
the thermal velocity is to smooth the
calibration data due to the convolu-
tion. Typical solar wind will be
much hotter (roughly in the range
from 20 km/s to 100 km/s), which
will smear out the wiggles in the
effective area even more. Note that
there is no interpolation performed
between the grid points of calibra-
tion data. From the calibration
against CTOF measurements (see
Chapter 7.4) we learned that the
effective area given by Eq. 6-8 (and
also the calibration data) for

    ( / ) .E Q VWAVE ≥1 1 is too small.
This is particularly a problem for
heavy ions entering at high
velocities.

High transparency grids were used to terminate the electric fields in the three boxes with
the repelling potentials, which cause the WAVE entrance system response to deviate from an
ideal ion-optical element. Through the individual cells of the three grids there are field penetra-
tions into the other boxes and the outside. During calibration of the WAVE entrance system it
was found that these field penetrations cause an incoming pencil beam to diverge at the exit of
the WAVE by
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Eq. 6-9

Figure 6-2: Effective area of the WAVE entrance system obtained
from Eq. 6-8 versus the analyzer constant. The calibration data is
given for comparison.
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Eq. 6-9 was established by calibration of WAVE. This beam divergence has to be considered in
the further calculation of the total instrument function.   

6.2 The Interface Between WAVE and V-MASS

For ions travelling from the WAVE exit to the V-MASS entrance (the carbon foil) two effects
have to be considered. The ion trajectories will be bent either toward or away from the V-MASS
entrance depending on whether the potential difference between WAVE exit and V-MASS
entrance,   VF , is negative or positive, respectively. Furthermore, the ions are focused onto the
carbon foil upon acceleration (negative   VF ) or defocused upon deceleration (positive   VF ). This
affects the ion-optical transmission of this interface dramatically.

6.2.1 Ion-Optical Bending between WAVE and V-MASS
The exit angle of the ions after passing the WAVE entrance system is a function of the incoming
angle   α b and the ion-optical settings of WAVE. From the WAVE calibration we get for the exit
angle

α αexit
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b
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E Q
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E Q

V
= − + ⋅


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


+ ⋅ −






10 5 9 39 1 197 0 0861. . . . Eq. 6-10

with   α exit  measured in degrees,
and   E Q  and VWAVE  measured in
volts. The interface between
WAVE and V-MASS is compli-
cated by the voltage difference,

  VF , between the exit of WAVE,
which is on ground potential, and
the V-MASS entrance. The pur-
pose of   VF , the floating voltage, is
to adjust the energy of the ions be-
fore they enter the V-MASS so that
they fall into the energy range
which can be handled by V-
MASS. Depending on the polarity
of   VF , the ions are either accelera-
ted or decelerated. Typical values
for   VF  are in the range between
–3000 V and +3000 V. Not only
is the effect of   VF  to accelerate and
decelerate the ions, but the ion
trajectories are also bent toward or away from the entrance of V-MASS by this potential. From
the calibration using the WAVE entrance system mounted in the V-MASS mock-up it was
found that
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Eq. 6-11

with   Cbend = 0 2947. ,   α exit  and   α bend  measured in radians, and   E Q  and   VF  measured in volts.
In the numerical calculation, Eq. 6-11 is applied only if   VF  is not zero; otherwise   α αbend exit= .
In the limit of large E Q  values with respect to   VF  the action of   VF  on the ions is small, such
that α αbend exit≈ . The bending of the ion trajectories is shown in Figure 6-3 for three different
settings (decelerating, zero, and accelerating) of   VF . For zero potential difference or acceleration
of the ions, the effect on the entrance angle in V-MASS is small. For the decelerating case,

Figure 6-3: Ion-optical bending of the ion trajectories for positive
(dashed line), zero (solid line), and negative (dash-pointed line) values
of   VF  (2500 V, 0 V, and –2500 V, respectively).
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however, slower particles are deflected away from the V-MASS entrance and are lost for
analysis if their energy is too low (    E Q VF< 2).

Since the coordinate system of V-MASS is different from the WAVE coordinate system
we have to use

    α αin bend= ° −90 Eq. 6-12

with the α’s measured in degrees again. The angle   βb is not changed by the WAVE entrance
system. Furthermore, it is assumed that   βb is not affected by   VF  due to the symmetry of the ion
optics with respect to β. Thus for the data analysis we use   β βin b= .

6.2.2 Ion-Optical Transmission between WAVE and V-MASS
Not only is the angle with which the ions enter the V-MASS
a function of the ion-optical interface between WAVE and
V-MASS, but the ion-optical transmission is as well.
Depending on the ion trajectories in the interface region and
the angle the ions have at the location of the carbon foil,
only a fraction of the ions actually hit the carbon foil. First
of all, there is a dependence of the ion-optical transmission
on   α b. The distribution of ions at the entrance of V-MASS
overlaps with the entrance area only partially, depending on
the angle with which the ions leave WAVE and arrive at the
V-MASS entrance (see Eq. 6-11). This effect on the ion-
optical transmission was measured during calibration of
MTOF at the CASYMS calibration facility with a 2.5 keV
4He+ beam and is given for the full range of   α b in Table
6-1.

A strong effect on the ion-optical transmission
between WAVE and V-MASS arises of course from a non-
zero floating potential applied on the Vee with respect to the
exit of the WAVE entrance system. This potential either
focuses or defocuses the ions on their trajectory from the
WAVE exit to the carbon foil of the V-MASS entrance. The
effect of a non-zero floating potential on the ion-optical
transmission was also measured with the MTOF mock-up in
the CASYMS calibration facility. First we define a common
factor for both cases (accelerating and decelerating
potential):

    
C a a a a

V
E Qfloat exit exit
WAVE= + + +5 1 2

2
4α α Eq. 6-13

  α exit  is measured in degrees, and   E Q  and VWAVE  are
measured in volts.   Cfloat  is a unit-less constant. The
empirical constants used in Eq. 6-13 and further below are
derived from calibration and are given in Table 6-2. For the
accelerating situation (    VF < 0) we get
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Table 6-1: Relative ion-optical
transmission between WAVE and V-
MASS as derived from calibration of
MTOF with a 2.5 keV 4He+ ion
beam in the CASYMS facility.

  αb  [degrees] correction

25 1.000000

30 0.990698

35 0.979308

40 0.965738

45 0.950091

50 0.933011

55 0.916545

60 0.906346

65 0.828403

70 0.660992

Table 6-2: Values for the empirical
constants used in Eq. 6-13 through
Eq. 6-15 for the effect of the floating
voltage on the ion-optical transmis-
sion between WAVE and V-MASS.

constant value

    a1
0.66795497604

    a2
–0.01041849995

    a3
–0.07179500777

    a4
–0.03255499614

    a5
–11.62339862468

    a6
11.39569944350
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with   E Q  and   VF  measured in volts.   Ccorr  is also a unit-less constant. If 
  

V
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limit< with
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a a
alimit = +1 3 6

3

 then   Climit  is used instead of 
  

V
E Q

F  in Eq. 6-14 for both exponents since the ion-

optical transmission cannot exceed a certain maximum value no matter how low the ion energy
is. For the decelerating situation (    VF > 0) we get a more complicated expression
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Eq. 6-15 applies only if 
    
cos α b

FV
E Q

( ) >
2

; otherwise we have     Ccorr = −1 (which results in an

actual effective area Ãeff = 0, see below). Finally, for the effective area of the entrance system
we get

Ã A Ceff eff corr= ⋅ +( )1

Ãeff  is the effective area of the MTOF sensor seen from the entrance of the V-MASS, including

the interface between WAVE and V-MASS. The effective area Ãeff  is shown in Figure 6-4 as a

function of   VF  for O6+ ions entering at about 800 km/s for a WAVE setting ofV VWAVE = 12400 .
Acceleration of ions exiting the WAVE entrance system into the V-MASS spectrometer (nega-
tive values of   VF ) results in a larger effective area due to focussing of the ion trajectories toward
the C-foil. Similarly, deceleration of the ions (positive values of   VF ) results in defocusing of the

ion trajectories, but with a much stronger effect on the effective area Ãeff .

6.3 The V-MASS Instrument Function

The theoretical aspects of the functioning of the V-MASS TOF mass spectrometer have already
been discussed in Chapter 5. In order to model the response of the V-MASS one needs to incor-

Figure 6-4: Effective area of the WAVE entrance system, including
the interface to V-MASS versus   VF .
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porate the actual realization of the instrument and to assess the ion-optical transmission for the
relevant parameter space. In addition, the response of the carbon-foil (C-foil)—i.e., angular and
energy scattering, the energy loss, the secondary electron production, and the charge state of the
particle after the passage of the C-foil—have to be calculated and folded together to obtain the
detection efficiency of the V-MASS. In this chapter we will calculate the scattering distribution
after the C-foil and the ion-optical transmission of V-MASS in the three-dimensional parameter
space (E, α, β). The convolution of these two distributions gives the total transmission of V-
MASS, the final result of this chapter.

The instrument function has only been developed for the ion channel and not for the
neutral channel (although that channel is considerably simpler), since only the ion channel
offers such a richness of new data compared to previous instrumentation for solar wind. The
neutral channel is basically a linear time-of-flight sensor with moderate, if any, post-acceleration
potential, which results in a mass resolution less than the typical linear TOF instruments
(SWICS-type sensors [93]). The neutral channel was not operational during the beginning of
the mission because of a problem in the DPU software in assigning the proper telemetry quota
to this data set. This DPU problem was fixed later, and the data from the neutral channel could
be used for data analysis, possibly even for the determination of the  αVM  angle3.

                                                
3 F.M. Ipavich, private communication, 1998.

6.3.1 Angular and Energy Scattering in the Carbon Foil
In the energy range of interest for V-MASS, particles passing through a carbon foil scatter in
angle and energy considerably, two phenomena, which have to be included in the data evalua-
tion in considerable detail. Since the angular scatter and energy scatter of particles passing a C-
foil cannot be separated by V-MASS, these two phenomena will be studied here together.

Not considering an energy dependence of the angular scatter, the angular scatter
distribution can be written as

    
fϑ
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= +
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1
4

2

2

2

 . Eq. 6-16

  fϑ  was found by fitting various functions to measured data [114]. For σ we use the expression
given in the thesis papers by Oetliker and by Gonin [19; 114]

    σ = aZ s Eb c d
1 Eq. 6-17

which gives σ in degrees and is an improved version of the function given in [115; 116]. Z1  is
the atomic number of the projectile and s is the thickness of the C-foil in [µg/cm2]. The
constants in Eq. 6-17 are a =13 642. , b = 0 7455. , c = 0 6748. , and d = -0 9002. . E  is the
mean energy of a particle while passing through the C-foil, which is calculated from

    
E

E E
E

Ef=
+

= −0
02 2

∆

with E0  the incident energy of the particle, Ef  the mean final energy of the particle, and   ∆E  the
mean energy loss in the C-foil, which is calculated using TRIM [117]. From Eq. 6-17 we see
that the angular scatter depends only on the atomic number of the projectile but not on its mass.
Hence it is the same for all the isotopes of an element, except for the energy loss ∆E , which is
different for the isotopes and results in a small correction. In scatter theory the angular dis-
tribution is found to be a function of the atomic number as well but not of the mass of the pro-
jectile [118]. This theory was found to agree with experimental data very well [116]. Further-
more, the angular scatter distribution was found to be independent if the initial charge state of
the ion [119]. This is important since with MTOF we do not measure the charge state of the
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incoming ion. However, the angular scatter distribution plays an important role in the instru-
ment function. The half width at half maximum (HWHM) of the distribution is related to σ (Eq.
6-17) by

ϑ σHWHM = −2 2 1 . Eq. 6-18

Since there is also an angular spread of the ions when they leave WAVE,   ∆αWAVE , this contri-
bution has to be added to

ϑ̃ ϑ αHWHM HWHM WAVE= +2 2∆

For particles entering the C-foil perpendicularly, the angular distribution at the exit of the
C-foil will peak at the surface normal. If the entrance angle is less than perpendicular, the peak
of the angular distribution at the exit will then be shifted from the initial direction toward the
surface normal by a certain amount. For a 45° incident angle it was found by fitting scatter
distributions to experimental data [19] that the bending of the trajectory in the C-foil toward the
surface normal is

∆α refract
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m
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
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0 Eq. 6-19

with E0  the incident energy of the particle in [keV], m the mass in [amu],     a = 2 1027. , and
    b =1 67.  for a C-foil of thickness 2.2 µg/cm2. Neither in the thesis work of Gonin [19] nor in
earlier work is a foil-thickness dependence included. Based on theoretical considerations we can
generalize Eq. 6-19 for other foil thicknesses

∆α refract
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with s being the thickness of the C-foil in [µg/cm2]. Fortunately, the C-foil used in MTOF is
nominally 2.2 µg/cm2, and from calibration it turns out that this value is most probably
2.1 µg/cm2. Due to the action of VF , the nominal entrance angle of 45° into V-MASS can be
changed quite substantially, which has to be accounted for. In the absence of any further
information on this subject, we linearly extrapolate for other angles in the following way:

∆ ∆α α α
α ,refract refract

bend= ⋅ −
°





2

45

Because in the coordinate system of V-MASS we measure the angle with respect to the surface
plane, we get

    α α ααVM in refract= + ∆ , Eq. 6-20

for the mean angle after the C-foil in the V-MASS unit.
After this introduction we need to look into the scattering distributions in more detail.

Few experimental and theoretical data are available on this subject, but it is established that the
average energy loss increases for larger scattering angles [116; 120]. Most of the following is
based on TRIM simulations [117], which have been performed for all elements (and their
isotopes) found in the solar wind for the entire energy range covered by V-MASS.

The average energy at a certain scattering angle,     Ef ,α , can be described by a Gaussian
distribution
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with     ∆E45  the average energy loss for a particle entering the C-foil at 45°, as calculated with
TRIM for each element over the full energy range of V-MASS. The width of the distribution is
given by
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σ ϑE HWHM

E

m
= ⋅ +



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˜ . .1 122 0 0640

with E0  the incident energy in [keV], m the mass in [amu], and the numerical constants derived
from fits to TRIM simulations. Again, also for the energy loss it was found that there is no de-
pendence on the initial charge state of the ion for the range of charge states of interest for us
[119]. Only when the initial charge state exceeds about 30 charges does the energy loss increase
with charge state measurably upon transition through a 2 µg/cm2 carbon foil [121]. Such high
charge states are not observed for solar wind ions. Typically, the charge state of heavy ions is
around +10; during transient events higher charged ions like Si12+ and Fe16+ are observed
occasionally.

    Ef ,α  describes the ridge of the scatter distribution in the parameter plane (E, α). Along
this ridge there is energy scatter as a function of scattering angle and incident energy
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with the numerical constants again derived from the TRIM simulations. The width of the
distribution in Eq. 6-22 is given by
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2 2
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In addition to the scattering occurring in the carbon foil, we have to consider the variations in
thickness of the C-foil,   σ foil , as well as the energy width of the ion beam entering the C-foil,

  σ E , both of them modify Eq. 6-22 as follows:

˜
, ,σ σ σ σα αE E foil E= + +2 2 2

The few experimental reports on scatter distributions along the energy axis show that these
distributions are highly asymmetric [106; 116; 122-124]. For energies larger than the mean
energy     Ef ,α  the distribution can be described by a Gaussian profile; for energies less than the
mean energy     Ef ,α  the distribution is much broader and tailed toward low energies, and can be
described by a squared Lorentzian profile. Thus we write
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Eq. 6-23

The prefactor to the scatter width in the squared Lorentzian distribution has been derived by
reproducing the measured energy distributions [106; 116; 122-124] with Eq. 6-23.

The angular dependence of the angular scatter is described by a squared Lorentzian dis-
tribution
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The width of the distribution is given by
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The energy and angular distribution after the C-foil can be put together to obtain the total
distribution of scattered particles in α-E space
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,
o

o
Eq. 6-26

which is a function of exit energy and exit angle. In Figure 6-5 this function is shown for
oxygen entering a C-foil of 2.1 µg/cm2 thickness with 30 keV kinetic energy. The dashed-
pointed line plotted over the contour lines gives the angle-dependent energy loss (as given by
Eq. 6-21). The energy loss is a strong function of the exit angle, which is in good agreement
with experimental data reported by Beauchemin et al. [120]. This angle-dependent energy loss
results in a distribution, which fingers out to the sides for large scattering angles. The distribu-
tion peaks at a somewhat larger
angle α than the nominal 45° of the
incoming particles due to the re-
fraction of particles in the C-foil
(see Eq. 6-19). The distribution of
scattered particles would extend to
higher energies than the primary
energy since we used a Gaussian
distribution. This is corrected by a
sharp cut-off in   fC foil−  for energies
beyond E0 . The error from this
sharp cut-off is considered
negligible.

Unfortunately, we cannot
directly compare   fC foil−  with expe-
rimental data, since these data are
not available. However, we can de-
rive integrals over energy or angle
from   fC foil− , or we can derive cuts
through   fC foil− , and these can be
compared to published experimen-
tal results.

One test, which can be ap-
plied to the total scatter distribu-
tion, is to integrate over all energies
and thus reduce the total distribu-
tion to an angular distribution. This
angular distribution should then re-
produce the angular scattering data
reported in [19]. In Figure 6-6
such a comparison is shown, again
for 30 keV oxygen entering a C-
foil of 2.1 µg/cm2 thickness. The
data in Figure 6-6 are obtained by
integrating the data given in Figure
6-5 over energy, and are displayed
as the solid curve. For comparison
with experimental data [19], a
squared Lorentzian (the found dis-
tribution function, Eq. 6-16) with
the σ of the distribution calculated
from Eq. 6-17 is shown by a

Figure 6-5: Angular and energy scattering distribution after a
2.1 µg/cm2 C-foil for oxygen entering at an energy of 30 keV. Ten
linearly spaced contours are given; the function is scaled to 1. The
dashed-pointed line gives the angle-dependent mean energy from Eq.
6-21.

Figure 6-6: Comparison of the calculated angular distribution and
a distribution derived from measured data for 30 keV oxygen
entering a 2.1 µg/cm2 C-foil. The solid line gives the integral over
energy of the total distribution (from Eq. 6-26), the dashed-pointed
line gives the experimental angular distribution (Eq. 6-16) with the
σ derived from Eq. 6-17 [19].



55

dashed-pointed line. The two
curves agree reasonably well. This
comparison was also used to deter-
mine the pre-factor in Eq. 6-25.
The small differences between the
two angular distributions are not
significant, since   fC foil−  will be
convoluted with the ion-optical ac-
ceptance of V-MASS (see Chapter
6.3.3). Moreover, the squared
Lorentzian is also a simplification
of different angular distributions
observed in the experiment.

Another test of the total dis-
tribution function is to integrate
over angle and then investigate cuts
through the total distribution func-
tion along a certain exit angle to
compare with available experimen-
tal data. These investigations are
shown in Figure 6-7, again for 30 keV oxygen entering a 2.1 µg/cm2 C-foil at a 45° incident
angle. One clearly sees that the average energy loss is increasing dramatically with scattering
angle, which is in good agreement with energy distributions for different exit angles reported in
[116]. The integral over exit angle of the total distribution function is also shown in Figure 6-7,
which exhibits a considerable asymmetry along the energy axis. This is caused by the angle-
dependent energy loss.   

6.3.2 Charge Exchange in the Carbon Foil

When particles (ions, neutral atoms) pass through a carbon foil they undergo charge exchange
processes with the medium, and their final charge—or rather the charge state distribution—is
determined by the medium and the projectile’s energy only. Early studies on this subject date
back to the late 1960’s and early 1970’s [124-126], but these studies used particle energies at
least one order of magnitude too
high for our application. Recently,
the charge exchange was studied
experimentally in detail at the
University of Bern [16; 17; 19;
114] to assist in the analysis of
MTOF data. A charge transfer
model was developed to explain
and interpolate the experimental
data for all elements occurring in
the solar wind [18; 94], with the
free parameters in this model fitted
to the experimental data. The
model and its parameterization
have been implemented in the
MTOF analysis software. How-
ever, it turned out during the ana-
lysis that the fits obtained with the
charge transfer model were not ac-
curate enough in the energy range

Figure 6-7: Cuts through the total distribution function as given
in Figure 6-5 along the exit angles of 45°, 35°, 25°, and 15° (dashed-
pointed lines, from left to right). In addition, the integral over the
exit angle is shown (solid line), but is not to scale with the angular
cuts.

Figure 6-8: Ionization efficiencies for O (solid line), Si (dashed
line), and Fe (dashed-pointed line) singly charged ions are shown for
a C-foil of 2.1 µg/cm2 thickness and an impact angle of 45°.
Horizontal bars indicate a solar wind velocity range from 200 km/s
to 1000 km/s for the three ions.
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applicable for MTOF. Simple quadratic fits to the measured ionization data yielded better results
in the end. The ionization efficiency is a function of the residual energy of the ion after it passes
the C-foil   Efinal , as well as a function of species     Z1 and of the foil thickness s [18]

    ηion finalf E Z s= ( , , )1 .

  ηion is evaluated for the whole energy scatter distribution and convoluted with the ion optical
transmission. The ionization efficiencies obtained from the implementation of the charge trans-
fer model for O, Si, and Fe singly charged ions are shown in Figure 6-8 for a C-foil of
2.1 µg/cm2 thickness and an impact angle of 45°. Also given in Figure 6-8 are the energy
ranges for the three ions for a solar wind velocity range of 200 km/s to 1000 km/s. This
energy range is shifted to the left or right depending on whether there is post-acceleration or de-
celeration by   VF . The ion-optical transmission of MTOF allows for ion energies up to 44 keV
after the C-foil for the usual setting of   VHYP  during flight (see Figure 6-11 below). The average
charge equilibration length of a highly charged ion entering a C-foil was found to be around one
carbon layer [119], even at energies higher than the ones used in MTOF. After that distance the
particle has lost all the memory of its charge state before entering the C-foil. Thus we do not
need to know the initial charge state of the ion for the calculation of the charge state distribution
after the C-foil.   

6.3.3 Secondary Electron Emission
The secondary electron production of the
carbon foil surface upon passage of an ion is
crucial for triggering the time-of-flight mea-
surement. Secondary electrons are released
from the carbon foil both at the entrance and
the exit surface at the approximate place at
which the particle trajectory intersects these
surfaces. In the case of the MTOF sensor the
secondary electrons emitted from the exit sur-
face (back side) of the carbon foil are used for
the timing of the TOF circuitry.

The theoretical understanding of the
secondary electron emission has been re-
viewed recently by Schou [128]. Unfortu-
nately, the theoretical understanding of secon-
dary electron emission is not advanced
enough to make reliable quantitative predic-
tions on the yield of released electrons for the
range of ions we are interested in. To first
order, which is within a factor of two, the
total secondary electron yield, γ (the average number of released electrons per incident ion), is
proportional to the electronic stopping power of the particle in the solid [127]. Since this
secondary electron emission is induced by an ion with appreciable kinetic energies it is called
kinetic electron emission (KEE) in the literature. The proportionality between electronic energy
loss and secondary electron emission is shown in Figure 6-9, and is valid for many elements
and over a wide energy range. The mean value of the ratio of the secondary electron yield
versus the electronic stopping power is

    

Λ = ( ) ≈γ
dE dx

Å eV
E

0 31. . Eq. 6-27

Figure 6-9: Total secondary electron yield from
carbon foils as a function of the electronic energy loss
dE/dx of the projectiles (from Rothard et al. [127]).
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The total secondary electron yield is the sum of the electrons released from the foil at the particle
entrance,   γ FRONT , and at the particle exit,   γ BACK . The ratio of electrons released at the entrance to
electrons released at the exit of the carbon foil is

    
R

R E m E m keV nuc

R E m keV nuc
BACK

FRONT

= =
+ ( ) ≤

+ >
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Eq. 6-28

with     R0 0 231= − .  for hydrogen,     R0 0 069= .  for helium, and     R0 0 569= .  for all heavier
elements, and   E m  measured in keV/nuc. Eq. 6-28 has been adapted from data reported by
Meckbach et al. [129] and by Rothard et al. [127; 130]. R being larger than 1 means that the
forward emission (at the exit surface) predominates. This is a little bit surprising, but indicates
that the secondary electron emission is not just a surface phenomenon, but that some of the
electronic excitation along the particle trajectory inside the solid follows the projectile to the exit
surface to cause an increased secondary electron emission. At these energies, the favored
forward emission is not caused by delta electrons or by wake field acceleration of electrons
inside the solid. Thus we get for the secondary electron emission at each side of the carbon foil
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Eq. 6-29

The total secondary electron yield given by Eq. 6-27 is valid only for clean surfaces,
that is when the removal of adsorbed atoms by sputtering greatly exceeds the rate of adsorption
from the residual gas pressure. For “dirty” surfaces the secondary electron yield can even be an
order of magnitude larger than for a clean surface [131; 132]. For carbon foils this effect is not
that dramatic; the secondary electron yield drops by about 20% after the foil has been exposed
to a fluence of 2·1015 ions/cm2 [133]. Most likely we will have the situation of a “dirty” C-foil,
since the particle flux at the foil in the MTOF sensor is too small to achieve efficient cleaning by
sputtering. This is of course desired, since we do not want to use up the C-foil during the
mission.

Because Eq. 6-27 is only valid to the first order, we have to consider additional modi-
fications to this formula to obtain the secondary electron emission with the required precision.
There is a systematic deviation of the secondary electron yield from Eq. 6-27 depending on the
element passing the foil and also on the target material. The latter is of no importance for us
since we only use carbon foils. To account for the state of cleanliness of the surface of the
carbon foil and the element dependence of the secondary electron emission we have to modify
Eq. 6-29 by introducing an element-specific factor   Fi [127; 134]
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which has to be established during calibration of the sensor. There is also a dependence of the
secondary electron yield on the foil thickness (particularly at the exit surface), with the Λ slowly
increasing for thicker foils [135; 136].

In addition to kinetic electron emission there is also potential electron emission. When
an ion approaches the surface, the potential energy released upon neutralization of the projectile
can provide the energy required to free an electron from the solid [131]. For small projectile
velocities the potential emission is given by

    
γ pot gE WF= ⋅ −( )0 032 0 78 2 0. . . Eq. 6-31
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with   Eg  being the ground-state neutralization energy of the ion (the depth of the potential well of
the ion) and WF the work function of the surface. For ion velocities larger than about 105 m/s
the kinetic electron emission becomes more important than the potential emission. For singly
charged ions the yield of secondary electrons is modest, but the yield is larger for higher
ionization states of an ion since the ionization potential for these states is higher than for the first
ionization. Since the secondary electron emission on the entrance side is not used in the MTOF
sensor we will not go into more detail on this issue.

The energy loss of a particle with the energy E in matter is known relatively well from
many experimental studies as well as from theoretical calculations (for example, see the review
by Betz and Wien [137]), and can also be calculated with programs like TRIM [117] reasonably
reliably. The total energy loss is given as follows:

    

dE
dx

dE
dx

dE
dx

f E
N E

= + = ( ),...

where the index N indicates the contribution by nuclear interaction of the projectile with the
solid (nuclear stopping), and the index E indicates the energy loss by interaction of the projectile
with the electron gas of the solid (electronic stopping). The function f(E, ..) is rather complex
(see [137] and references therein), but mathematically speaking reasonably well behaved (for
example, differentiable many times, bounded, ...). To assess the total energy loss during
passage of a particle ∆E through the carbon foil of thickness l one needs to integrate
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which is complicated by the fact that the energy E is a function of x. A different way to solve
this problem would be
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which can be integrated rather easily
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By inversion one obtains

g E l E g l∆ ∆( ) = → =  ˜( )

which yields an insurmountable transcendental equation for   ∆E .
As a new approach to solving this mathematical problem we divide the carbon foil into

small sections, as shown in Figure 6-10. The
particle moves along the x-axis through n
sections of length   ∆x , which add up to the
total thickness of the carbon foil of l. For the
energy at the entrance and exit of the carbon
foil   E Eout n=  and   E Ein = 0, one obtains in the
simplest case ( n =1)

    
E E

dE
dx

x1 0= − ∆ Eq. 6-32

The particle energies in the MTOF sensor are
typically rather low (around a keV/nuc) so we
have to consider higher-order terms for the
approximation of the energy loss

Ein E1 E2 E3 E4 En

l

∆x ∆x ∆x ∆x

Figure 6-10: For solving the problem the carbon foil
of length l is divided into n sections, each has a thick-
ness of   ∆x . The particle moves along the x-axis,
shown by the central arrow.



59

E E
dE

dx
x

d E

dx
x2 0

2

2
22= − +∆ ∆ Eq. 6-33

    
E E

dE
dx

x
d E

dx
x

d E

dx
x3 0

2

2
2

3

3
33 3= − ∆ + ∆ − ∆ Eq. 6-34

with   ∆x l n= . For the application in MTOF the second-order approximation is considered suf-
ficient and so far no indication is encountered during the data analysis which would demand
higher-order terms. However, in order to continue an interesting mathematical thought one
obtains after n steps
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Although the function d E d x  is mathematically speaking rather good-natured, the derivatives
with increasing order become more and more involved, which limits the use of Eq. 6-35 for
practical application. In the limit of   n → ∞ we get a formula which looks rather simple, but
which might not be solved directly:
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To solve the above equation one has to go back one step and start from the expansion of the
energy loss (Eq. 6-35)
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by building the Fourier transform
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with the information of the physical system being contained in the function   dE dx. Now we
proceed with
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which simplifies to
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In the limit of   n → ∞ we get
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Upon Fourier transformation back into real space we obtain
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Actually, Eq. 6-37 is just the convolution of the energy loss dE dx  with a medium extending
from x = 0  to x l= , using the convolution law for Fourier transformations. The second term in
Eq. 6-37 is the Fourier transform of a box of unit height in the interval from x = 0  to x l=  and
zero elsewhere.

For the secondary electron emission at the side of the entrance of the ions (the front
side) we get
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with R being the ratio of electrons emitted at the entrance and exit side of the foil and γ pot  the
secondary electrons emitted due to potential emission.

So far we have calculated the total and electronic energy loss of a particle at the entrance
and exit surface. However, there is energy scattering in the total energy loss upon passage of a
particle through matter caused by the nuclear interactions between projectile and foil. Therefore
we have to fold the energy scattering around the exit energy E2  into our derivation of the
secondary electron yield at the exit surface. We can approximate the energy scattering [106;
107] by a distribution,   fSC , with a half-width of

    
∆E E sm eVscattter = [ ]2 55.   Eq. 6-39

with E being the energy at the exit of the carbon foil ( E E= 2 ), s the foil thickness in [µg/cm2],
and m the mass of the projectile in [amu]. We either use a Gaussian or a Lorentzian distribution
for this convolution, depending on whether the actual energy is larger or smaller than E2

(similar to Eq. 6-23). At the side where the ions exit (the back side) we get for the secondary
electron yield

    

γ BACK i
E SC scatter

SC scatter

F
R

R

dE dx f E E E dE

f E E E dE
=

+
( ) ( )

( )
∫

∫
Λ

∆1
2

2

, ,

, ,
Eq. 6-40

The potential emission is not considered in Eq. 6-40 because at the low energies at which the
potential emission could contribute noticeably to the total electron yield the particles exiting the
C-foil are mostly neutral and therefore cannot pull out an electron from the surface (see Eq.
6-31).
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The start efficiency is derived from the secondary electron emission at the back side of
the C-foil as

    η
γ

START
pe ele back= − −1 Eq. 6-41

with     pele = 0 667. , the detection efficiency of the start MCP assembly for single electrons in
saturated mode. This value has been determined from calibration, and basically represents the
fraction of open area of a MCP. It was found earlier for channel electron multipliers (same elec-
tron amplifying material) that the detection efficiency saturates once the electrons have energies
in excess of 100 eV [138-140]. Since channel electron multipliers have an unobscured entrance
the saturation value for their efficiency is around one.   

6.3.4 The Stop Efficiency
Little is known about the stop efficiency—i.e., the efficiency of the ion MCP assembly to
register an ion—from calibration. Either these data are not available or they are not yet analyzed.
For this study we consider only geometrical effects for the stop efficiency and assume that the
MCP is operated in saturated mode. The stop efficiency is obtained by convoluting the angular
distribution of ions after the C-foil (Eq. 6-24) with the angular dependent efficiency of a MCP
[141; 142]. This angular dependence is described here by a cosine function, which is a
reasonable simplification of the actual behavior. Thus for the stop efficiency we get
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Eq. 6-42

with     pion = 0 6. , the detection efficiency of the ion MCP assembly for ions in saturated mode
considering a grid in front of the ion MCP with a transmission of 95%. Also, the detection effi-
ciency for ions saturates once the ions have energies in excess of a few keV, as was found for
MCPs [142; 143] as well as for channel electron multipliers [144]. Solar wind ions typically
have energies of 1 keV/nuc (corresponding to a solar wind velocity of 440 km/s), which gives
for carbon, the lightest of the ions of interest, already a typical energy of 12 keV. Eq. 6-42
typically gives a value of about 0.3 for the stop efficiency for most of the conditions encoun-
tered. Note that no species dependence is included in Eq. 6-42, since this information is not
available from calibration. However, a significant species dependence is not expected given
what is known from literature.   

6.3.5 The V-MASS Ion-Optical Transmission
The ion-optical transmission of V-MASS was determined by a Monte-Carlo simulation. Ion
trajectories were started at various locations on the C-foil, with various incoming angles α and
β , and also with various initial energies of the ions inside the V-MASS unit. The values of
these variables were given by the Monte-Carlo method. See Figure 5-2 for the definition of the
geometry. The trajectories were calculated for each ion with their individual starting conditions.
From these simulations we find that the ion-optical transmissions can be described by a
Gaussian distribution of the form
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with numerical constants fitted to the result of the Monte-Carlo simulation. The argument U in
Eq. 6-43 is
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Equations 6-43 and 6-44 reproduce the energy and angle dependence of the V-MASS
transmission. All the Monte-Carlo simulations have been performed for a hyperbola voltage
(  VHYP ) of 30 kV. The transmission for other hyperbola voltages is obtained by scaling to the
30 kV. A shallower starting angle of the ion trajectory (smaller   αVM ) results in a smaller
transmission. The higher the energy, the larger the defocusing effect of the hyperbola on the ion
trajectory, and the lower the chance of hitting the detector. In addition to the ion-optical
transmission function there are geometrical limitations for the ion transmission. In the direction
toward the Vee we have to have
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Eq. 6-45

for successful ion detection. Otherwise, the ion hits the hyperbola if the energy is too high or
the gusset of the Vee if the energy is too low. q̃  is the charge of the ion of interest after passing
the C-foil. In the direction along the Vee we have to have
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Eq. 6-46

for successful ion detection. Otherwise, the ion overshoots the ion MCP if the energy is too
high, or undershoots the ion MCP if the energy is too low. The ion-optical transmission has to
be folded together with the scattering distribution after passing the C-foil

T T fion opt E C foil− −= ⊗˜
,α Eq. 6-47

with ˜
,T Eα  being T Eα ,  as long as conditions in Eq. 6-45 and Eq. 6-46 are met; otherwise ˜

,T Eα  is
set to zero.

Putting all elements of the V-MASS transmission together, i.e., the start efficiency, the
stop efficiency, the ionization probability and the V-MASS ion-optical transmission, we get the
total V-MASS transmission. This transmission is shown in Figure 6-11 for a hyperbola voltage
of 20.7 kV, which is the level used most frequently during the mission. The limitations on the
ion-optical transmission given by geometrical considerations (Eqs. 6-45 and 6-46) are indicated
in Figure 6-11. The total V-MASS transmission is a strong function of α and E. Particles with
the largest energies can be detected only for an angle after the C-foil of about 45°, which was
the design goal of V-MASS. The total V-MASS transmission increases with larger (steeper)
angles. The energy range covered by V-MASS decreases for angles deviating from about 45˚ as

can be seen in Figure 6-11. At low
energies the total transmission vanishes
due to the vanishing start efficiency.

As stated by Eq. 6-47, the V-
MASS ion-optical transmission has to
be convoluted with the angular and
energy scatter after the C-foil. These
two functions are shown together in
Figure 6-12, where the ion-optical
transmission from Figure 6-11 is re-
produced with the angular and energy
scatter distribution for an oxygen ion
entering the C-foil at 50 keV energy
and 45° incident angle, and leaving the
C-foil as a singly charged ion. In this
example, the overlap between the ion-
optical transmission and the scatter
distribution is small, and the detection
efficiency of V-MASS is thus small. An
ion energy of 50 keV for oxygen would

Figure 6-11: Total ion-optical transmission of V-MASS for
a hyperbola voltage of 20.7 kV. Cut-offs due to geometrical
limitations of the ion trajectories are given for energies perpen-
dicular to the Vee by Ez >> from Eq. 6-45 (dashed lines) and
for energies along the Vee direction by Ex >> from Eq. 6-46
(dashed-pointed line).



63

correspond to a solar wind velocity, or
rather oxygen ion velocity, of
780 km/s, which would be the fast solar
wind. In case of post-acceleration by

  V VF = -2500 , this ion energy would
correspond to an oxygen velocity of
650 km/s. If the entrance angle of the
ions into V-MASS is different from the
assumed 45°, the detection efficiency
would be even smaller. Mainly this is
caused by the ion-optical bending by   VF

in the interface region between WAVE
and V-MASS (see Eq. 6-12 and discus-
sion before). The solar wind itself is
assumed to deviate from its nominal
direction (  α = °45  in this coordinate
system) typically only by a few degrees.

So far we have developed the V-
MASS transmission function for the
variables α and E, but the dependence

on β is not covered yet. The Monte-Carlo simulations of the ion-optical transmission of V-
MASS showed that the ion-optical acceptance in β can be treated independently from the other
two variables, α and E. This will be done by folding two Gaussian distributions together—the
distribution of ions inside the V-MASS (the angular distribution in β after passing the C-foil)
and the ion-optical acceptance of V-MASS. The width of the Gaussian distribution of the ion
inside the V-MASS after passing the C-foil has three independent contributions, which have to
be considered

    

σ ϑ σ ββ =
−

+ +1

2 2 1

2 2 2
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with   ϑHWHM  being the angular scattering in the C-foil (see Eq. 6-18) we used already above,   σ E

being the contribution due to the finite energy spread of the incoming ions (the ion temperature),
and   ∆βWAVE  being the broadening of an ion beam emerging from the WAVE (see Eq. 6-9). The
transmission in β is then
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with     βV MASS− = °3 0.  being the Gaussian width of the ion-optical acceptance of V-MASS along
the β coordinate. Thus we have the total transmission of V-MASS given by

  T T TV MASS ion opz START ion STOP− −= ⋅ ⋅ ⋅ ⋅η η η β  . Eq. 6-49

Using the effective area (Chapter 6.1) and the total transmission for a species i, we can calculate
the actual flux   f i of an element i from its count rate ci  by using

f
c

A T
i

i

eff V MASS

=
-

˜ Eq. 6-50

Eq. 6-50 is a complicated function of α, β, vSW , VF , VWAVE , and of the element and its isotope,
as has been discussed above. Since most of these parameters change with time, either as
planned due to the stepping sequence of MTOF or stochastically in the solar wind, a lot of
computations have to be performed to obtain an extended time series for a certain species.   

Figure 6-12 : Ion-optical transmission of V-MASS (solid
lines, same data as in Figure 6-11), and angular and energy
scatter distribution after the C-foil for an oxygen ion entering
the C-foil at 50 keV energy and 45° incident angle (dashed
lines, ten contour levels).
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6.4 Discussion of the Instrument Function

MTOF instrument function is a rather involved calculation and it is difficult to get a “feeling” for
the MTOF sensor response for different solar wind conditions. In order to assist the understan-
ding of the MTOF instrument function we want to present a few examples of the building
blocks of the instrument function. The MTOF instrument function is a function of quite a num-
ber of parameters, both solar wind plasma parameters and sensor settings. Here we study only
the most important one, the solar wind velocity. First, we take a look at the active area of the
WAVE entrance system. Then we study the V-MASS section, investigating the total trans-
mission for a few selected elements and the effect of the instrumental isotope fractionation.

6.4.1 Entrance System Transmission
The effective area of the WAVE
entrance system, including the
interface to the V-MASS spectro-
meter, is shown in Figure 6-13 for
O6+ ions for two typical settings of

  VWAVE . The data in Figure 6-13 are
calculated for a Mach number of
20, which still can be considered
as cold solar wind. Typically a
Mach number of 10 is observed in
the solar wind at 1 AU. With these
two settings of the WAVE entrance
system one can cover quite a large
range of solar wind velocities. For
O6+ ions this range extends from
about 300 km/s to more than
1000 km/s. This solar wind range
becomes smaller and shifts to
lower solar wind velocities for
heavier ions.

6.4.2 The V-MASS Transmission
In Figure 6-14 we show the total transmission of the isochronous TOF mass spectrometer for
oxygen, silicon, and iron, the three elements investigated in Chapter 2, for negative and zero
values of the potential difference between the entrance system and V-MASS (  VF ). To obtain the
total sensor response these numbers have to be multiplied by the response of the entrance
system, including the interface to the V-MASS, which is given as an active area, typically
2 mm2 for a large solar wind velocity range (see Figure 6-13 above). As can be seen from
Figure 6-14, the transmission of the TOF mass spectrometer varies over several orders of
magnitude depending on the solar wind conditions and the sensor settings, which complicates
the data analysis significantly. The maximum in the V-MASS transmission corresponds to at
best 2000 counts for oxygen and about 200 counts for iron during a five-minute integration
period for typical densities of heavy ions.

The stepping sequence of the MTOF sensor has been optimized to cover a broad range
of solar wind conditions. Each step of the MTOF sensor cycle takes five minutes, thus the total
sequence takes 30 minutes to finish. However, since each step has quite a large energy band-
width, overlapping with the other steps considerably, a time resolution of five minutes can be
obtained if the sensitivity of the MTOF sensor is high enough for the particular element con-
sidered. For typical solar wind conditions and for the more abundant elements in the solar
wind, like oxygen, silicon, and iron, it is indeed possible to derive densities with such a high
time resolution (see Chapters 2 and 3).

Figure 6-13: Effective area of the WAVE entrance system, inclu-
ding the interface to V-MASS for two typical settings of   VWAVE

versus solar wind velocity (proton velocity).
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6.4.3 Isotopic Fractionation in V-MASS
The V-MASS instrument function is not exactly the same for the different isotopes of an
element. There is the further complication that different isotopes of an element do not enter
MTOF with the same kinetic energy, but they enter into the WAVE entrance system with the
same velocity. In the following we illustrate this instrumental fractionation using the two iron
isotopes 54Fe and 56Fe, for which in a preliminary analysis an isotopic abundance has been
reported in Chapter 2.5.

The WAVE entrance system selects the incoming ions by   E Q ; thus different ion ener-
gies of the different isotopes will result in a different active area. However, most of the isotope
fractionation occurs in the V-MASS spectrometer. The angular scattering is only a function of
the atomic number and the energy (see Eq. 6-17). Since the energy of the different isotopes is
not the same, lighter isotopes will scatter more upon passage through the C-foil, and their V-
MASS transmission will be reduced (particularly at lower solar wind velocities). The energy
loss of an ion upon passage through the C-foil is a complicated function of the energy, the
mass, and the atomic number of
the projectile (among other para-
meters), which results in a higher
energy loss for the lighter iso-
topes at the same velocity. At
high solar wind velocities,
particularly at the wing of the V-
MASS transmission, this effect
favors the lighter isotope. In
Figure 6-15 we show the ratio of
the total V-MASS transmission
for 54Fe and 56Fe. At lower solar
wind velocities the heavier iso-
tope is at an advantage due to the
lower angular scattering in the C-
foil. At higher solar wind veloci-
ties the lighter isotope is at an
advantage because of its larger

Figure 6-14 : Total transmission of the isochronous TOF mass
spectrometer is plotted for the three elements O, Si, and Fe
investigated in Chapter 2, for two potential differences between the
entrance system and the isochronous TOF mass spectrometer
(    V VF = −2500  and     V VF = 0 ). The transmissions for     V VF = −2500
peak at lower solar wind velocities.

Figure 6-15: Ratio of the total V-MASS transmission functions for
54Fe and 56Fe illustrating the isotope fractionation in V-MASS.
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energy loss, which means it is still inside the energy acceptance of V-MASS. Especially at
higher solar wind velocities the instrument fractionation is large, and one cannot hope that all
the possible instrument fractionation is properly handled by the instrument function. Thus one
has to be careful when studying isotope ratios of iron at solar wind velocities in excess of
600 km/s.
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7 Calibration
Calibration data for a sensor are important in understanding the response of the sensor to the
entering plasma and in eventually making quantitative statements about the measurements. Un-
fortunately, the calibration data are limited both in extent and also as to the number of elements
that were covered. The former limitation was a result of a very pressing schedule before the
delivery of the MTOF sensor for integration on the SOHO spacecraft. The latter limitation resul-
ted from restrictions of the CASYMS calibration facility to produce ions only from selected
gases introduced into the ion source [110]. The Mefisto facility, which has an electron cyclotron
resonance ion source that allows the production of ion beams for every element found in the
solar wind with approximately the charge state in the solar wind, was not available at the time
[145; 146].

Calibration was performed for components of the MTOF sensors as well as for the
whole sensor. The calibration of the entrance system, WAVE, and its implementation in the
instrument function has already been discussed in detail in Chapter 6.1 and will not be repeated
here. In the following, calibration of the time-of-flight part of MTOF, the V-MASS, and an
end-to-end calibration will be presented.

7.1 Calibration of the MTOF Flight Sensor

Calibration of the MTOF flight sensor took place at the CASYMS facility at the University of
Bern, with and without the WAVE entrance system installed in the MTOF sensor. These
calibrations have been reported on in detail in the thesis work by Hefti [147], and will not be
reproduced here.

7.2 Calibration of the MTOF Flight-Spare Sensor

The MTOF spare sensor was
calibrated in the CASYMS calibra-
tion facility [110] in March 1998.
Calibration runs were made with
and without the WAVE entrance
system installed in the sensor.
Also, the PM of the MTOF spare
sensor was calibrated during that
campaign. The ions H+, He+, O+,
and Ar+ were used. H+ and He+

ions were used to check the re-
sponse of the entrance system up
to the carbon foil; O+ and Ar+ ions
were used to investigate the V-
MASS unit. The results for the
oxygen calibration for the
DCR/FSR4 ratio are shown in
Figure 7-1 together with the total
transmission of the V-MASS unit
(from Eq. 6-42), which has been
scaled by a factor of 0.81 to match the calibration data. The total transmission of the V-MASS
unit also contains the start efficiency of the V-MASS for oxygen, which amounts to 0.8 to 0.95
in the covered velocity range. The agreement between the calibration data of the MTOF spare

                                                
4 Double Coincidence Rate (DCR) versus the First SEDA Rate (FSR), with SEDA standing for Secondary
Electron Detection Assembly, which is the start detector.

Figure 7-1: Total transmission through V-MASS for oxygen ions,
together with calibration data (DCR/FSR) for the MTOF spare unit
taken at the CASYMS calibration facility of the University of Bern.
Error bars on the calibration data are assumed to be ±15%.
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and the theoretical transmission is reasonably good. Only at higher solar wind velocities, at the
wings of the transmission curve, it appears that the theoretical function overestimates the
measured transmission significantly. However, from the comparisons with CTOF data we
learned that at higher solar wind velocities the instrument function seems to give too low a
value. The MTOF spare unit is supposed to be identical to the MTOF flight unit and their
performances should be the same, which is probably true for most of the parts, although the
thickness of the carbon foil is always a point of concern.

7.3 Calibration of the ACE/SWIMS Flight Sensor

Since the ACE/SWIMS sensor is very similar to the CELIAS/MTOF sensor we can compare
ACE/SWIMS calibration data with the MTOF instrument function. Actually, the ACE/SWIMS
sensor is a modified MTOF sensor built from spare parts. The ACE/SWIMS calibration data
were taken at the University of Gießen, Germany, using a 14 GHz ECR ion source facility
[148; 149]. The comparison between the ACE/SWIMS DCR/FSR efficiency and the correspon-
ding module of the MTOF instrument function (the V-MASS response, see Chapter 6) is given
in Figure 7-2 for iron and in Figure 7-3 for oxygen. The plotted data are the entire available data
set for oxygen and iron from this calibration for various instrument settings for the indicated
energy range. For oxygen the VHYP range is from 9 kV up to 21 kV and the   VF  range is from
–1500 V to +1500 V. For iron the   VHYP  range is from 16.4 kV up to 24.3 kV and the   VF

range is from –2500 V to +2000 V. The scattering of data points is in part due to the different
instrument settings used for these measurements. Also, the stability of the ion beam was low
since the beam intensity of the ECR ion source had to be reduced by several orders of magni-
tude not to exceed the count rates the ACE/SWIMS sensor can handle.

The agreement between the measured data for the ACE/SWIMS sensor and the MTOF in-
strument model function is reasonable, taking into account that the interface between the WAVE
entrance system and the V-MASS unit has been improved for the ACE sensor. This causes a
different   VF  dependence and particularly shows up for higher energies (see Figure 7-2). Also,
the start detector has been
modified for the ACE/
SWIMS sensor. The
MTOF instrument model
data had to be multiplied
by a factor of about three
for oxygen and seven for
iron to match the mea-
sured data best. This pro-
bably reflects the impro-
vements in the interface
between the WAVE en-
trance system and the V-
MASS unit, which were
made with the goal of im-
proving the transmission
in this critical  ion-optical
area. For low energies the
scattering of measured
data points is even larger,
which is caused by the
low signal-to-noise ratio
at these energies. A large
signal background is
always found at sensor
temperatures above 0°C
for this design and was a
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Figure 7-2: Comparison of ACE/SWIMS iron calibration data with the
MTOF instrument function. Full symbols are the ACE/SWIMS DCR/FSR
data. The open symbols give the result of the V-MASS module of the MTOF
instrument function evaluated at the ACE/SWIMS instrument settings for each
measurement, scaled by a factor of 6.7.
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persistent problem during calibration. Total efficiency calibrations were not possible for oxygen
and iron ions because of problems with the stability of the ion beam.

7.4 In-Flight Calibration of MTOF with CTOF Data

Since the amount of calibration data for the MTOF sensor is limited and absolute calibrations are
not available, an in-flight calibration was necessary to determine the absolute efficiency for the
measurements. We used the opportunity to compare the oxygen and iron densities we derived
from MTOF data with data derived from the CTOF sensor in the thesis works of Aellig [150]
and Hefti [147]. Moreover, since the MTOF sensor response is rather involved compared to
SWICS-type sensors (see Chapter 6), these comparisons helped to improve many details in the
MTOF instrument function.

CTOF data are available for the time period from DOY 150 to 229 of 1996. There are
some CTOF data starting with DOY 92 of 1996, but the post-acceleration of CTOF was at a
lower value then and the absolute efficiencies are not known well enough to serve for an inter-
calibration between the two sensors. After DOY 229, 1996, CTOF had a failure in the post-
acceleration and deflector power supplies, which limited the performance of the sensor con-
siderably. In spite of this, in the time period we studied we have about 20’000 individual
measurements for which we can compare the MTOF and CTOF data.

For the oxygen densities this comparison is shown in Figure 7-4, where the ratios of the
oxygen density measured with MTOF versus the oxygen density measured with CTOF are plot-
ted for a total of about 20’000 measurements taken at five-minute intervals. This ratio should of
course be one for each measurement. On average we find good agreement between the two
sensors. However, there is a small modulation of this ratio with solar wind velocity. The scat-
tering of individual measurements performed with five-minute time resolution is larger for the
MTOF sensor since its overall transmission is significantly lower than the transmission of
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Figure 7-3: Comparison of ACE/SWIMS oxygen calibration data with
the MTOF instrument function. Full symbols are the ACE/SWIMS
DCR/FSR data. The open symbols give the result of the V-MASS module
of the MTOF instrument function evaluated at the ACE/SWIMS instru-
ment settings for each measurement, scaled by a factor of 3.
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CTOF. Typically, the efficiency of
the TOF section of the CTOF sen-
sor is 0.3 [150] compared to at
best 0.01 for MTOF (see Figure
6-14), and the active area of CTOF
is 16 mm2 [150] compared to
2 mm2 for MTOF (see Figure
6-13). This makes a factor of about
1000 more signal for CTOF than
for MTOF.

For the iron densities the
comparison between MTOF and
CTOF is shown in Figure 7-5, also
for a total of about 20’000 mea-
surements taken at five-minute
intervals. On average we find good
agreement between the two sen-
sors, better than the comparison
for the oxygen density. The scat-
tering of individual measurements
performed with five-minute time
resolution is again larger for the
MTOF sensor since its overall
transmission is significantly lower
than the transmission of CTOF,
particularly for high solar wind
velocities. Furthermore, the range
of solar wind velocities which can
be investigated for iron is limited
for high solar wind velocities be-
cause the transmission becomes
very small (see Figure 6-14).

There is no systematic de-
pendence of the instrument func-
tion on solar wind velocity (shown
in Figure 7-4 and Figure 7-5) and
other solar wind plasma parameters
like thermal velocity, flow direc-
tion, measured freeze-in tempe-
rature, and others which are not
shown here.

These comparisons be-
tween MTOF and CTOF data have
also been used to establish an ab-
solute calibration of MTOF under
the assumption that the oxygen and
iron densities derived from the
CTOF sensor are the true values.
Since the instrument function of
the CTOF sensor is simpler and
reasonably well understood [147;
150] this assumption appears to be well justified. Moreover, this approach was necessary since
there are no alternatives for an absolute calibration of MTOF. The result of the inter-calibration
between MTOF and CTOF is that the total transmission of V-MASS has to be multiplied with a

Figure 7-4: Logarithm of the ratio of the O densities measured
with the CELIAS/MTOF sensor versus the O densities measured
with the CELIAS/CTOF sensor for a time period from DOY 150 to
DOY 229 of 1996, with a total of about 20’000 measurements at 5-
minute intervals. The contour lines give the number of
measurements for a particular bin. During that time period there was
mostly slow solar wind, which explains the clustering of
measurements between 350 and 400 km/s. The overlaid symbols are
the mean for a particular velocity bin and the error bars are the
standard deviation of log(OMTOF/OCTOF) for a single measurement.

Figure 7-5: Logarithm of the ratio of the Fe densities measured
with the CELIAS/MTOF sensor versus the Fe densities measured
with the CELIAS/CTOF sensor for a time period from DOY 150 to
DOY 229 of 1996, with a total of about 20’000 measurements at 5-
minute intervals. The contour lines give the number of
measurements for a particular bin. During that time period there was
mostly slow solar wind, which explains the clustering of
measurements between 350 and 400 km/s. The overlaid symbols are
the mean for a particular velocity bin and the error bars are the
standard deviation of log(FeMTOF/FeCTOF) for a single measurement.
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calibration constant to make the MTOF densities agree with the CTOF measurements. Thus the
ion-optical acceptance of V-MASS (Eq. 6-42) becomes

T̃ T CV MASS V MASS i− −= ⋅ Eq. 7-1

and the actual flux   f j from the count rate   cj  becomes

f
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eff V MASS i
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−

˜  . Eq. 7-2

The calibration constant   Ci is different for each element i. For oxygen and for iron the calibra-
tion constants are derived directly from the comparison with CTOF data and are 0.783 and
0.949, respectively. The calibration constant obtained for oxygen is almost the same as the
factor between the MTOF instrument function and the calibration data of the MTOF spare
reported in Chapter 7.2. Thus, future post-launch calibration campaigns using the MTOF spare
sensor will help in the understanding of the MTOF flight sensor. With these calibration
constants the data in Figure 7-4 and Figure 7-5 shift up or down depending on the value of the
constant. For the other elements, the calibration constants have to be interpolated.

The need for these calibration constants arises from the fact that large parts of the MTOF
instrument function are of theoretical nature and not measured for the components of MTOF.
Only the entrance system has been well characterized by calibration at the University of Bern.
The interface between WAVE and V-MASS is already less characterized by measurements and a
possible source of problems. The total V-MASS transmission is based on a Monte-Carlo simu-
lation of its ion-optical transmission; the C-foil response, which is based partly on simulation
and partly on adaptations of literature results; the ionization efficiencies after the C-foil have
been measured; and the secondary electron efficiency of the C-foil is based on literature results
and simulations. In conclusion, the fact that the calibration factors are so close to one given the
complexity of the instrument function is a pleasant surprise.
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8 Data Analysis
In this chapter we present the details of the data extraction and explain how the application of
the instrument function is performed. The software package for the MTOF data analysis
consists of more than 50 modules with a total of more than 8000 lines of code. Most of the
software is written in IDL; only the module to calculate the charge-state distribution for a given

freeze-in temperature is
written in FORTRAN.
The latter module has
been adapted from the
original code provided by
[23]. The structure of the
software package and the
data flow are shown in
Figure 8-1. For the data
analysis we need to read-
in the VF , VWAVE , and
VHYP house-keeping data.
These data are needed for
the calculation of the ef-
fective area of the WAVE
entrance system, for the
final energy of the ions
when they enter V-
MASS, and for the V-
MASS transmission. Fur-
thermore, we need the
solar wind plasma data
derived from the Proton
Monitor5, the solar wind
velocity, vSW , the thermal
velocity, vtherm, and the
flow direction out-of the
ecliptic plane, β. Using
these data, we calculate
the plasma parameters of
the heavy ions in the solar
wind—namely the ener-
gies and energy spreads,
the freeze-in temperatures,
and the charge-state distri-
butions. In addition, there
are further assumptions
about heavy ions in the
solar wind, which are

detailed below.
We use the near and the far TOF spectra for the analysis (TOF-2 and TOF-1 spectra,

respectively). Each of these TOF spectra are accumulated over five minutes by the CELIAS
DPU and sent to ground. These spectra have 1024 TOF channels covering a mass range from
hydrogen up to mass 70 for typical settings of the hyperbola voltage and the TOF measurement.
See Figure 1-1 for a representative mass spectrum obtained from the TOF data. Some of the
                                                
5  These data are calculated from PM measurements by Fred M. Ipavich and his colleagues at the University of
Maryland, and are distributed among the CELIAS team members.
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Figure 8-1: Top-level representation of the modules and the data flow for the
MTOF data analysis used in this study.
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recorded data are also transmitted as Pulse Height Analysis (PHA) data, which contain the TOF
of the registered ion with four times more time resolution, the amplitudes of the start and stop
signals, and the stop location on the detector along the y-axis. Only a fraction of these data is
transmitted to ground due to the large amount of this data type. The near and far TOF spectra
have a big advantage over the PHA data in that they contain every ion, which has been recorded
by MTOF. This is of particular importance when studying ions of low abundance. For a
detailed description of the different data types of the CELIAS experiment the reader is referred
to the Data Phase Manual [151].

The extraction of count rates from the recorded TOF spectra is either done by fitting a line
profile and a background to the recorded TOF peak or by performing a minimum variance
evaluation. If the TOF peak contains more than five counts peak fitting is used; otherwise the
minimum variance method is applied. This decision is based on the sum of counts in the TOF
interval where the TOF peak is supposed to be located. The peak fitting is done using a non-
linear least square method and is detailed below. The minimum variance evaluation has been
adapted from Bochsler [35]. The peak fitting method is usually superior to the minimum
variance evaluation because it accounts for the changing peak width, the changing peak
position, and the actual background. For the minimum variance evaluation we have to assume
the nominal peak shape and position, and also a background, which has been determined
before. The peak fitting, however, breaks down when the count rates get too low and the fit
procedure does not converge. From evaluations of flight data and simulated data (with a low
signal-to-noise ratio) it was determined that five counts is a suitable dividing line between the
two methods.   

The next step is to calculate all the components of the instrument function, the active area
of the WAVE, the ionization efficiency, the start efficiency, and the V-MASS transmission.
These components are put together (see Chapter 6) and applied to the raw counts of a mass peak
to obtain particle fluxes of the elements. If necessary, an interference from a heavier doubly
charged ion is accounted for (for example, at m q = 28 we have contributions from 28Si+ and
56Fe++). In the final step the particle fluxes are converted to particle densities by dividing by the
solar wind velocity.

8.1 Extraction of Raw Counts from the TOF Spectra

The raw counts contained in a mass line are extracted from the TOF spectra by fitting a
Gaussian line profile and a quadratic background to the recorded data
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Eq. 8-1

with 
      
a = ( )a a a a a a1 2 3 4 5 6, , , , , . For short accumulation periods the TOF peak resembles a

Gaussian pretty well. Only for longer accumulation periods does the peak become asymmetric,
being wider at the side of higher TOFs. This is mainly caused by the bulk flow angle of the
solar wind out-of the ecliptic plane ( β ≠ 0), as was discussed in Chapter 5.2. Although we are
fitting a function with six parameters to the recorded TOF peak, we are only interested in the
peak area, that is the total number of counts, for this mass line

C a a= 1 3 2π .

Since Eq. 8-1 is a non-linear function in x, we will use a non-linear least square method
for the fitting, as has been described by Bevington [152]. We define the measure of goodness
of the fit χ 2  as

    
χ

σ
2

2

21= − ( ){ }



∑

i
i iy y x Eq. 8-2
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where the   σ i  are the uncertainties in the data points   yi . According to the method of least
squares, the optimum values of the parameters   aj are obtained by minimizing χ 2  with respect
to each of the parameters simultaneously. The gradient of χ 2  with respect to the parameters   aj,
which will be zero at the minimum, has the components

      

∂χ
∂ σ

∂
∂

2

2
1

2
a

y y x y x

aj

i i

i

i

ji

n

= −
− ( )[ ] ( )

=
∑

, ,a a
Eq. 8-3

In the search for an optimal fit, all parameters aj are incremented simultaneously, with the
relative magnitudes adjusted so that the resultant direction of travel in parameter space is along
the gradient of χ 2 , that is the direction of maximum variation (gradient search method). Using
the abbreviation

    
β ∂χ

∂j
ja

= − 1
2

2

we compute the increments δaj , added to the current approximation, to give the next approxi-
mation from

    δ βal l= ×constant  . Eq. 8-4

The constant in Eq 8-4 has to been chosen such that it does not exhaust the gradient of χ 2  by
the step taken. The gradient search is ideally suited to approach the minimum from far away,
but suffers markedly as the search approaches the minimum because the derivative becomes
very small resulting in a small step size. The small step size causes an inefficient search once we
are close to the minimum, and possibly we will never reach it this way.

As has been described by Bevington, we will smoothly vary between two methods, the
inverse-Hessian method once we are close to the minimum of χ 2 , and the gradient search for
the initial approach to the minimum [152]. Taking an additional partial derivative of Eq. 8-1
gives
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Eq. 8-5

Using the abbreviation

    
α ∂ χ

∂ ∂jl
j la a

= 1
2

2 2

Eq. 8-6

which is the Hessian matrix multiplied by one half, usually called the curvature matrix, we can
get the increments δaj  by solving the following set of linear equations

    
α δ βjl l j

l

m

a =
=
∑

1

 . Eq. 8-7

The second derivative terms contained in Eq. 8-7 can have a destabilizing effect if the model fits
badly or the data are contaminated by outlying points. Thus, instead of Eq. 8-6 we use
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Now we can derive the constant in Eq. 8-4 from the matrix α by

 
    
δ
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jl
l= 1
 or   δ λα βal jl l= Eq. 8-8
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The Eq. 8-7 and Eq. 8-8 can be combined by defining a new matrix α’ with the following
prescription

    

′ ≡ +( )
′ ≡ ≠( )

α α λ

α α
j j j j

jl jl j l

1

   
Eq. 8-9

If λ is very small, Eqs. 8-9 are similar to the solution of Eq. 8-7 (the Hessian method). If λ is
very large, the diagonal terms of the curvature matrix dominate and the matrix equation becomes
identical to Eq. 8-8 (the gradient method). A typical starting point is λ=0.001. Depending on
the slope of the derivative, λ will be decreased or increased. For each iteration it may be
necessary to recompute the parameter increments δaj  several times to optimize λ. As the
solution approaches the minimum, λ will be reduced in order to smoothly switch to the Hessian
method.

This algorithm typically performs about five iterations to fit a larger ion peak of 100
counts and more, for example, the iron mass line, and about 15 iterations for a less abundant
ion, for example, for the calcium mass line. It is important to have initial values for aj reasona-
bly close to the best-fit value, otherwise the routine fails to make a good fit. Finding a set of
good start values is rather easy in our case. From the total counts at the expected peak position
we derive an estimate for a1. We derive a2 from the expected time of flight (rather, the channel
number) for a particular ion for a given hyperbola voltage. From the mass resolution of MTOF
we calculate a3. We also have an estimate of the background a4. The parameters a5 and a6 are set
to zero initially. Since this fitting routine runs completely autonomously, we have introduced
limits, which each parameter aj can assume in order to make sure the fits are reasonable:

    a a aj j j,min ,max≤ ≤ Eq. 8-10

We know the range of channel numbers the center of a mass line can assume for a particular
element, we also know the range of possible mass resolutions for a mass line, and furthermore
we don’t allow the peak to have a negative amplitude.

Each spectrum accumulated over a five-minute interval is evaluated individually. Since
the peak positions, the mass resolution, and the background level vary from spectrum to
spectrum, time resolution and sensitivity would be degraded if the raw data were first
accumulated over larger time intervals and the peak extraction performed afterwards on such an
accumulated spectrum. The near and far spectra are fitted separately, since they have different
peak positions for each element and different background levels. Once the raw counts for a
mass peak have been extracted from the near and far spectra, these are added together and the
instrument function is applied to derive the particle flux for the element. Although each fit takes
only a few iterations, doing that for several masses and all five-minute spectra consumes quite
some computer time. About a third of the time necessary to derive calibrated data is used for the
peak extraction.

8.2 Further Assumptions

In addition to the calculation of the MTOF instrument function for the actual solar wind plasma
parameters and MTOF sensor settings, we need to introduce some knowledge of the solar wind
for the analysis of MTOF data, because not all necessary solar wind plasma parameters are mea-
sured by MTOF/PM, nor are not available from CTOF data. To derive the charge distributions
of the heavy ions we use the freeze-in temperature, which we derive from the solar wind
velocity. For the velocity of the heavy ions we calculate an element- and velocity-dependent
difference compared to the proton velocity.  

8.2.1 The Freeze-in Temperatures of the Elements
Another input parameter needed for the determination of the MTOF sensor response is the
charge state distribution of the solar wind ions for every element and for every accumulation
interval. In particular, for the response of the entrance system we need to know the parameter
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E Q  for the incoming ions. Also, for the post-acceleration and the deceleration due to VF , the
charge distribution is an important variable to know. The MTOF sensor determines only the
mass of the incoming ion. The charge information of the incoming ions is lost because the ions
undergo efficient charge exchange processes inside the sensor when they pass the carbon foil of
the isochronous TOF mass spectrometer. For the evaluation of the MTOF instrument function,
however, we need to know the charge distribution of each element.

Originally it was planned to obtain the charge distribution for a few ions from the
measurements made by the CTOF sensor with the same time resolution. From these measure-
ments we intended to infer the charge state distribution for the other elements. Unfortunately,
there was a failure in the high voltage power supplies of CTOF at the end of August 1996,
which reduced the CTOF performance to such a level that charge state distributions are
impossible to measure. Therefore, we had to find some other source for this crucial
information. During the years 1996 and 1997 there was also no other mission from which these
data could be obtained, so we had to derive this information by other means.

The charge state distributions used for the elements in the MTOF data evaluation are
derived from the freeze-in temperature. The freeze-in temperature is the electron temperature in
the corona at the place where a certain charge state ratio of an element ceases to adjust to the
changing conditions. This freeze-in temperature is different for each element since it also
depends on atomic properties [3; 32]. There are some recent reports on the correlation between
the solar wind velocity and the freeze-in temperatures of ions [20-22], where a linear
relationship between the solar wind velocity and the freeze-in temperature was found. Also, a
linear relationship between the carbon and the oxygen freeze-in temperatures has been reported,
with the oxygen temperature being about 22% higher [153]. Thus, we can derive the so-called
freeze-in temperature     Tf i,  for the element i from the measured solar wind velocity by using the
following relation:

T i T i T i vf S SW( ) ( ) ( )= −0 Eq. 8-11

with vSW  the solar wind velocity (the proton velocity), and the parameters T0  and TS  extracted
from literature or derived by interpolation between known parameters. The parameters T0  and
TS  are given in Table 8-1.  

In the papers by Geiss et al. [32] and von Steiger [3] there is a graph giving the freeze-in
temperatures of carbon and oxygen, together with the solar wind velocity for a certain time
period (Figure 3 in these references). From these data we extracted the relationship between the
freeze-in temperature and the solar wind velocity for these two elements. For helium the same
parameters are used as for carbon. This is uncritical, since helium is always doubly charged at
temperatures around 1 MK. The adopted parameters for oxygen incorporate the work
mentioned before [3; 32] and a recent report of measurements by Hefti et al. [21; 147]. The
parameters for nitrogen are interpolated so that the curve (Eq. 8-11) lies between the carbon and
oxygen curves. For neon we adopt the same parameters as for oxygen. The parameters for
silicon were derived from two measurements. For the slow solar wind around 400 km/s there
is the measurement of the freeze-in temperature of 1.7 MK by Galvin et al. [154]; for the fast
solar wind at 700 km/s there is the measurement of 1.4 MK by Geiss et al. [32]. For the
elements sodium, magnesium, aluminum, and sulfur the same parameters are used as for
silicon, since no other information is available. The parameters for calcium are derived using the
reported freeze-in temperature of 1.53 MK at vSW < 380 km/s from Kern et al. [73] and
assuming a freeze-in temperature of 1.1 MK at vSW = 700 km/s (similar to the iron freeze-in
temperature at that proton velocity). For argon the same parameters as for calcium are adopted.
The parameters for iron are taken directly from the reported measurements by Aellig [150].

From the freeze-in temperature we obtained charge state distributions for each element
by assuming an ionization equilibrium in the corona and by applying ionization and recombina-
tion rates for electronic collisions from Arnaud and co-workers [23; 24]. It is known that a
single freeze-in temperature usually cannot describe the observed charge state distributions of
iron all that well [150; 153], but the obtained charge state distribution is good enough for the
analysis of MTOF data.
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This simple method of deriving the charge state distributions for the heavy ions in the
solar wind worked well for the time periods investigated in this work. A detailed analysis of the
various sources of error in the determination of the MTOF instrument function showed that the
error introduced by a change in the charge-state distribution within a physical reasonable range
is very small compared to the uncertainties encountered in other areas6. However, one has to
remember that the correlation between the solar wind velocity and the freeze-in temperature is a
statistical observation and therefore is only true for most of the solar wind flow (i.e., shows up
unambiguously only when evaluating longer data sets). Sometimes there are significant devia-
tions from this average behavior, as has been reported recently by Hefti et al. [22]. Thus, for
the investigation of short, perhaps unusual, time intervals or events one has to verify, at least
for some elements, that the freeze-in temperatures derived from this algorithm (better the charge
distributions) are in agreement with measured charge state distributions. This is particularly true
for transient events, like CMEs, which show a wide range of charge distributions [58], which
in general differ from regular solar wind charge distributions, and thus differ from the predic-
tions given by the algorithm.

8.2.2 The Velocity of Heavy Ions in the Solar Wind
It has been known since the early 1970’s that in the solar wind the alpha particles propagate at a
different velocity than the protons. Despite the greater mass of the alpha particles they usually
move faster than the protons. For details see the review by Neugebauer et al. [155] or, for
example, the earlier experimental work by Marsch et al. [113]. The difference in the alpha
particle velocity compared to the proton velocity depends also on the distance from the Sun.
When moving the observation point from the near Earth to the Sun, the difference in these
velocities usually increases [113]. Going away from the Sun the difference becomes smaller
until it disappears totally beyond about 2 AU [155]. There is also a correlation between the
Alfvén velocity and the velocity difference, which points at a possible mechanism for the prefer-
ential acceleration of heavy particles involving wave-particle interaction [156]. A difference
velocity was also observed for the heavy ions. For silicon [35] and for iron [157] it was found
that these ions move more slowly than the alpha particles at 1 AU. Recently, the difference
velocities between Si and O, and between Fe and O, and between O and protons have been deri-

                                                
6 Private communication, John Paquette, University of Maryland, 1999.

Table 8-1: Parameters used for the algorithm to derive the freeze-in temperatures of the elements from
the solar wind proton velocity.

Element T0  [K] TS  [K s/m] Reference / Comments

Helium 2.0118 106 1.4773 Carbon for helium

Carbon 2.0118 106 1.4773 Geiss et al. [32] and von Steiger [3]
Nitrogen 2.0100 106 1.9959 This work 1)

Oxygen 2.0280 106 1.1013 Geiss et al. [32] and Hefti et al. [21;
147]

Neon 2.0280 106 1.1013 Oxygen for neon
Sodium 2.1920 106 1.1320 Silicon for sodium
Magnesium 2.1920 106 1.1320 Silicon for magnesium
Aluminum 2.1920 106 1.1320 Silicon for aluminum
Silicon 2.1920 106 1.1320 Galvin et al. [154] and Geiss et al. [32]
Sulfur 2.1920 106 1.1320 Silicon for sulfur
Argon 1.9000 106 1.1428 Calcium for argon
Calcium 1.9000 106 1.1428 This work 2)

Iron 1.2300 106 0.3240 Aellig [150]
1) Parameters are interpolated so that the curve (Eq. 8-11) lies between the carbon and the oxygen curve.
2) Parameters for calcium are derived using the reported freeze-in temperature of 1.53 MK at vSW <

380 km/s from Kern et al. [73] and assuming a freeze-in temperature of 1.1 MK at vSW ≈ 700 km/s
(similar to iron at that velocity).



78

ved from CELIAS/CTOF measurements by Hefti et al. [22]. When the measurements were
made in enough detail a linear relationship between the two species was found for which a com-
parison of their velocities has been made [22; 35; 113; 155; 157]. The published data have been
converted to give the heavy ion velocity as a function of the proton velocity, the only ion in the
solar wind for which we have continuous measurements available. For the data analysis the
heavy ion velocity is calculated from

    v v i k i vi S SW= +0( ) ( ) Eq. 8-12

with the values for the offset     v0 and for the slope   ks for the different elements listed in Table
8-2. For oxygen, silicon, and iron the values reported by Hefti et al. [22] have been converted
to give the relationship to protons for oxygen, silicon, and iron ions. The ISEE/ICI data pre-
sented in the thesis work of Zurbuchen [158] have been used to derive offset and slope for the
alpha particles at 1 AU. Using these four elements, the offset and slope values for the other
elements, for which we have no measurements, have been derived by interpolation. Since we

have helium at the low mass
side and iron at the high mass
side, and two values in be-
tween, the mass range we are
interested in is covered well.
This interpolation assumes that
the mass dependence of these
values is a monotonic function
of the mass. So far there is no
report in the literature that this
monotonic behavior should not
be the case. These data are also
shown in Figure 8-2. There is a
correlation between the slope
and the offset; a larger slope
goes together with a large off-
set. However, at a proton velo-
city of about 350 km/s all the
heavy ions and the protons have
approximately the same ve-
locity. Below about 350 km/s
the heavy ions are slower than
the protons, above that velocity
the heavy ions are faster than
the protons.
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Figure 8-2: Offset and slope for the determination of the velocity of
the heavy ions with respect to the proton velocity for a measurement
position at 1 AU. Full symbols denote measured data; open symbols
denote the interpolations for the remaining elements.

Table 8-2: Offset and slope for the determination of the velocity of the heavy ions with respect to
the proton velocity for a measurement position at 1 AU. Entries for which no reference is given are
interpolated.

Element Mass [amu] Offset     v0 [m/s] Slope   ks Reference
Helium 4 –81.0 103 1.25 This work 1)

Carbon 12 –57.5 103 1.17
Nitrogen 14 –51.5 103 1.15
Oxygen 16 –46.0 103 1.13 Hefti et al. [22; 147]
Neon 20 –39.0 103 1.10
Sodium 23 –33.0 103 1.075
Magnesium 24 –31.0 103 1.07
Aluminum 27 –26.0 103 1.045
Silicon 28 –24.0 103 1.04 Hefti et al. [22; 147]
Sulfur 32 –22.5 103 1.035
Argon 36 –21.0 103 1.03
Calcium 40 –19.0 103 1.02
Iron 56 –15.0 103 1.01 Hefti et al. [22; 147]

1) Analysis of ICI/ISEE3 data published by Zurbuchen [158].
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