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ABSTRACT

Laser ablation is a highly suitable and widely applied technique for direct sampling of solid materials. The
Laser Mass Spectrometer — Gran Turismo (LMS-GT), a Femtosecond Laser Ablation Ionization Time-of-
Flight Mass Spectrometer with a mass resolution exceeding 10,000 (m/Am at full-width half-
maximum), was recently developed at the University of Bern with the aim of minimizing isobaric in-
terferences and consequently improving the performance of the LIMS measurement technique for the
quantification of the chemical composition of solids. To assess the quantitative performance of LMS-GT,
mass spectrometric analysis four standard reference materials was conducted. The presented study
shows that the achieved mass resolution of up to 12,000 is accompanied by high mean mass accuracy
better than 10 ppm, with some elements displaying a deviation up to 100 ppm. Combined, these
instrumental characteristics minimize isobaric interferences, which aids in confident identification and
quantification of the chemical composition of solids. Limits of detection in the ppb-range and a linear
dynamic range of over six orders of magnitude were achieved. Relative sensitivity coefficients were
determined to lie between 0.5 and 5 for elements unaffected by loss of signal amplification with respect
to the published values for bulk abundances. The lateral resolution of several micrometers achieved with
LMS-GT allowed information on sample homogeneity at a micrometer scale to be acquired, with several
elements (e.g., Mg, S, and Ca) showing variations in local abundances spanning a full order of magnitude.
The combination of detection sensitivity, high mass resolution, and lateral resolution at the single-digit
micrometer scale (down to ~2 um) gives the LMS-GT the potential to be an interesting analytical tool for
element analysis of solid samples, and represents a step forward for laser ablation ionization mass
spectrometry as a measurement technique. However, steps to ensure a smaller range in relative sensi-
tivity values, e.g., switching to UV laser irradiation, are required to further enhance the quantitative
performance of this instrument, especially the event that no reference material is available for
quantification.

© 2021 Published by Elsevier B.V.

1. Introduction

Ionization Mass Spectrometry (TIMS), Inductively-Coupled Plasma
Mass Spectrometry (ICP-MS), Glow Discharge Mass Spectrometry

Sensitive and accurate quantitative multi-element analysis of
solid samples represents an essential and ubiquitous part of many
scientific and industrial fields. Examples include material [1],
planetary [2,3], archaeological [4], and geological sciences as well
as the semiconductor industry [5,6] and the art sector. Over the last
decades, direct analysis of solid samples has become an increas-
ingly attractive alternative to traditional methods, e.g., Thermal
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(GDMS), and Spark Source Mass Spectrometry (SSMS), all of which
involve extensive and laborious sample preparation steps such as
digestion, dissolution, nebulization, evaporation, etc. Another
highly successful technique is Secondary lon Mass Spectrometry
(SIMS), which is widely applied in the area of isotope research. It is
capable of highly sensitive investigation at nanometer scales,
allowing for mass spectrometric imaging with very high spatial
resolution. However, even in the most advanced multi-collector
(nano)SIMS systems, only a limited set of isotopes can be detec-
ted simultaneously. For many natural samples, this constitutes a
limitation, since it might limit the investigation of a single
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microscopic inclusion to a limited number of elements and/or
isotope systems. Furthermore, quantitative information on element
abundances cannot be provided by SIMS.

With the emergence of stable and affordable short (femto-
second, picosecond, and nanosecond) pulsed laser systems, laser
ablation has proven to be a highly suitable technique for direct
sampling of a wide range of solid sample materials [7,8]. A major
advantage of solid sampling by means of laser ablation is the
micrometer scale lateral and nanometer scale vertical resolution
that can be achieved, allowing for mapping and imaging of element
distributions throughout sample material. Several analytical tech-
niques making use of laser ablation for solid sample analysis have
been developed over the last decades, the most widely applied are
Laser Ablation Inductively Coupled Plasma Mass Spectrometry (LA-
ICP-MS) and Laser-Induced Breakdown Spectroscopy (LIBS) [9,10].
Both techniques have their advantages and drawbacks [11,12],
making them suitable for different applications.

The main advantages of LIBS are its relative simplicity and
portability [13], the possibility of doing stand-off measurements
without requiring sample preparation (which increases its ease-of-
use and reduces the chance of contamination), and its compatibility
with other spectroscopic techniques such as Raman spectroscopy.
However, LIBS is typically described as being only semi-
quantitative due to matrix effects, as well as having limited
detection sensitivity compared to mass spectrometric techniques
[11]. In contrast, LA-ICP-MS is a highly sensitive and quantitative
measurement technique with detection limits at the ppb level
[14—16]. These characteristics have made LA-ICP-MS a highly
popular and widely used measurement technique for solid sam-
pling. However, LA-ICP-MS occasionally suffers from non-
stoichiometric processes originating from different sources,
including matrix-dependent ablation rates, preferential trans-
portation of sample material from the LA cell to the ICP plasma
volume, and differences in ionization efficiency within the ICP [12].
Hybrid systems exist today that couple the advantages of both LIBS
and LA-ICP-MS in one instrument [17—19].

The third member in the family of laser-based solid sampling
techniques is Laser Ablation Ionization Mass Spectrometry (LIMS),
consisting of both Laser Ablation (LA) and Laser Desorption (LD)
methods. Using the applied laser pulses for both ablation and
ionization results in a simplistic setup. The technique has been
shown to be highly suitable for sampling very small volumes with
high sensitivity [20—23]. This is especially true for LA methods
when applying ultra-short laser pulses (i.e., fs-pulses) as the irra-
diation source, since, under these conditions, LIMS can be expected
to rely less on matrix-matched standards [24—26].

One of the main strengths of laser ablation for solid sampling is
the possibility to acquire information on both lateral and vertical
distribution and variation of elements throughout a sample. The
resolution is directly related to the laser spot dimension and
applied laser fluence. Lateral and vertical resolution are important
figures of merit for targeted investigation of micro- or nanoscale
structures. Brinckerhoff et al. reported a laser spot diameter of ~30
— 50 um for the Laser Ablation Mass Spectrometer (LAMS), a LIMS
instrument designed for space application with a vertical resolution
of 200 - 300 nm per shot [3]. A lateral resolution of 80 nm and
ablation rate of 13 — 70 nm per shot was reported for the EUV-TOF
instrument by Green et al. [23] Grimaudo et al. recently reported a
vertical resolution of ~30 nm?!' by employing a sophisticated UV
double pulse post-ionization operation mode, while achieving a
lateral resolution of ~10 um [27].

Due to the pulsed nature of a laser ablation ion-source, Time-of-
Flight (TOF) type mass analyzers are especially suitable for LIMS
analysis and are therefore widely applied in LIMS instruments. The
wide range of initial kinetic energies resulting from the ablation
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process means that the mass resolution (defined as m/Am at full-
width half-maximum (FWHM)) achievable by LIMS-TOF systems
is typically limited to ~1,000 — 2,000 [23,28—31].

However, as with all mass spectrometric techniques used for
element analysis, analysis of LIMS data is often complicated due to
isobaric interferences, which are common due to the presence of
polyatomic (molecular) and multiply charged species formed in the
laser-induced plasma plume [10]. Currently, isobaric interferences
are typically unresolvable by most LIMS-TOF systems due to the
insufficient mass resolution of the mass analyzer systems, which
impedes accurate element and isotope quantification [7,20,32,33].

One possible way to address this challenge is the use of a
different type of mass analyzer, such as an Orbitrap, as used in the
LAb-CosmOrbitrap instrument [34,35]. This instrument has been
reported to achieve mass resolutions exceeding the requirements
for resolving most isobaric interferences (m/Am > 100,000). How-
ever, one drawback of the CosmOrbitrap is its limited sensitivity
(detection limits in the per mill range) compared to LIMS-TOF in-
struments [36,37] and dynamic range [37]. A second example of the
use of a different (high resolution) mass analyzer is the coupling of
LIMS (typically Laser Desorption) to a Fourier transform ion
cyclotron resonance (FT-ICR) mass analyzer. Similarly high mass
resolutions have been shown for LD FT-ICR instruments, with mass
resolutions above 100,000 reported by different groups [38—40].
However, due to the different ionization technique, quantitative
analysis is highly challenging.

Recently, the Laser Mass Spectrometer “Gran Turismo” (LMS-
GT), a novel laboratory-scale LIMS system, was constructed at the
University of Bern. The instrument was designed specifically to
combine the high detection sensitivity of LIMS-TOF instrumenta-
tion with a mass resolution sufficient to address the issue of
isobaric interferences between polyatomic, monoatomic, and
multiply charged species. An extensive description of the design of
the LMS-GT was published recently by Wiesendanger et al. [41]
Preliminary data showed good detection sensitivity (ppm level)
and high mass resolution (m/Am at FWHM exceeding 10,000).
However, preliminary quantitative analysis was performed only for
NIST SRM 664, where merely twelve laser ablation craters were
analyzed per sample. Due to the level of chemical heterogeneity
present in the investigated sample material and the limited amount
of sample material subjected to analysis, the influence of certain
system and sample characteristics on the (quantitative) perfor-
mance of the LMS-GT could not be assessed by Wiesendanger et al.

In this study, the capability of LMS-GT to conduct accurate
quantitative analysis will be assessed in detail through a large scale
investigation of four different metal Standard Reference Materials
(SRM). Additionally, the influence of several instrumental param-
eters on quantitative performance will be investigated. The
assessment will include different aspects of quantitative analysis,
including the necessity for acquisition with high dynamic range,
the influence of the high mass resolution mass analyzer on data
analysis, as well as the role of sample (in)homogeneity.

2. Experimental
2.1. LMS-GT

An extensive description of the technical design of the LMS-GT
was given in an earlier publication [41]. Therefore, only a short
overview of the main components will be given here. A summary of
the key instrument and operation parameters is given in Table 1.
The LMS-GT is a Laser Ablation Ionization instrument coupled to a
TOF mass analyzer, capable of performing solid sample investiga-
tion with a lateral resolution of ~2 pm. The sample holder, sample,
and mass analyzer are housed within a stainless steel vacuum
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Table 1
Key instrumental/operational parameters.
Characteristic Value
Laser
Wavelength 775 nm
Pulse duration ~190 fs
Repetition rate 1 kHz
Pulse energy 0.01 — 1m]
Energy stability 4-8%o
Mass spectrometer
Lateral resolution ~2-8 um
Laser power density (typical) ~5 — 20 TW cm?
Mass resolution (typical) 5,000 — 10,000

Base pressure ~1-2 # 10-8 mbar

Time-of-flight path length ~4m
Time-of-flight (1 — 200 m/z) ~5—80ps
Digitization

ADC Sampling rate 3.2GS/s
Vertical resolution 12-bit
Bandwidth DC — 2GHz
Measurement procedure

Analyzed locations per sample 50

Applied pulses per location 38,4007
Acquired TOF length 100 ps

2 Stored as 400 spectra, each a histogram of 96 single-laser-pulse spectra.

chamber (0.75 x 0.75 x 0.75 m?). During measurements, the pres-
sure in the vacuum chamber is kept at UHV conditions, (1 — 2) = 10
8 mbar, at all times by a turbomolecular pumping system (HiPace
700 M, Pfeiffer Vacuum AG, Switzerland) backed up by a scroll
pump (ACP 15 SD, Pfeiffer Vacuum AG, Switzerland). The sample
holder is attached to an x-y-z translation stage, which, in combi-
nation with an in-line microscope camera system, allows for real-
time targeting of specific features on a sample with micrometer
accuracy as well as on-line visualization of ablation craters.

A Clark-MXR CPA Ti:sapphire laser system (A =775 nm, ~190 fs,
1 kHz) connected to the mass spectrometer was used as the laser
ablation ionization source. This laser system generates a pulsed
laser beam with pulse energies up to 1 mJ and high pulse-to-pulse
stability (~4—8%o measured as the standard deviation of 20,000
pulses, i.e., 20's of continuous output at 1kHz). The pulsed laser
beam is guided towards the sample by the laser optical system,
comprising four fold mirrors, a beam expander, a specially designed
fold mirror with a central borehole, and a Schwarzschild-type two-
mirror objective, which focuses the pulsed laser beam onto the
sample surface.

Each laser pulse impinging onto the sample surface ablates and
ionizes a thin layer of material, producing a plasma plume. The ion-
optical system extracts the positive ions from the plasma plume
and separates them based on the TOF principle. The ion-optical
system comprises an ion source for extraction and acceleration,
three electrostatic lenses for refocusing of the ion beam, and two
gridless ion mirrors for correction of differences in initial ion ve-
locity. The total length of the twice-folded ion flightpath is ~4 m.

Ions are detected using a MagneTOF detector (ETP, Australia).
Contrary to more traditionally used multi-channel plate (MCP)
detectors, the MagneTOF detector contains a full metal multiplier,
which allows much faster recharging after (partial) depletion by an
intense ion packet. In turn, this allows for acquisition at high
repetition rates (1 kHz) without depletion of electrons from the
detector (and consequential loss of signal amplification) between
consecutive laser pulses.

In contrast to the study presented by Wiesendanger et al. (2019),
which employed an Acqiris U1084a (8-bit vertical resolution,
sampling rate of 2 GS/s), in this study the acquisition of the signal
was performed by an next generation Acqiris U5303a ADC-card
(12-bit vertical resolution, 3.2 GS/s, DC- 2 GHz bandwidth), hosted
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in a dedicated measurement computer. The higher vertical reso-
lution of the currently used ADC-card, the electronic dampening of
the signal lines against specific oscillations observed during initial
measurements, and the low intrinsic noise of the measurement
setup should allow for acquisition with higher dynamic range and
improved limits of detection compared to the study presented by
Wiesendanger et al (2019).

2.2. Samples

To assess the capabilities of the LMS-GT for quantitative element
analysis of solids, four metal SRMs were selected based on their
compatibility with laser ablation by an infrared 775 nm laser source
and the size of heterogeneities known to be present in the material:
steel NIST SRM 661, high-carbon steel NIST SRM 664, and high-
purity electrolytic iron NIST SRM 665, and a Cu—Ni alloy named
BCS-SRM 180/2 from the Bureau of Analyzed Samples Ltd. (BAS).
Certified quantitative information on the elemental make-up of the
samples is provided in the SRM certificate of analysis. For the
samples provided by NIST, each certificate also provides estimate
abundances for a group of elements, which are typically only re-
ported on by a single measurement technique and thus not certi-
fied. Both certified and estimated values were used during this
study to assess the quantitative performance of LMS-GT, though
more significance should be attributed to the certified values. The
certificates provided by the BAS only state certified abundances.
The NIST SRM samples were previously used as testbed to show
preliminary functionality and performance as reported by Wie-
sendanger et al. (2019).

To remove the contamination layer on the surface (e.g., from
oxidation or sample handling), samples were manually polished
with increasingly fine-grained sanding paper and ultrasonically
cleaned in high purity isopropanol and high purity acetone for
15 min. Samples were then rinsed using ultra-pure water
(>18 MQ cm™!) and dried first under ultrapure N; flow (Alpha-
gas, Ny >99.999%, Carbagas, Switzerland) for 1—2 min, and
further dried under high vacuum conditions (10~® mbar) for
30 min.

As a final step, samples were cleaned using an ion sputter gun
(Tectra GmbH, Physikalische Instrumente, Germany) using high-
purity argon (Carbagas, Switzerland). The ion gun was operated
at ~3 keV with an angle of incidence of ~10° for 30 min. Subse-
quently, the samples were introduced into the vacuum chamber of
LMS-GT, which was pumped down to ~2 - 10" mbar.

2.3. Measurement procedure

The in-line optical microscope camera system was used to po-
sition the sample in the focal plane of the laser beam, which was
verified by the characteristics (size, shape, sharpness of edges) of
the ablation crater. Optima in laser power and ion-optical settings
were determined manually based on ion transmission (i.e., signal
intensity) and spectral resolution for the complete mass range
during an initial campaign on NIST SRM 664. The selected optimal
laser energy was 114 per pulse before transmission losses,
equaling roughly 570n] after transmission losses and, corre-
spondingly, an irradiance of 6.4 TW/cm?, which was used for all
three samples. The detector voltage was set to 2,150V, which
allowed for visual confirmation of the presence of peaks corre-
sponding to elements at the trace level during the recording of TOF
spectra. A measurement campaign applying detector voltages
ranging from 1,900V to 2,150 V was conducted on NIST SRM 664 to
ensure the detector was operated within its linear dynamic range
operating window (results can be found in the Supplementary
Information).
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Fifty locations, arranged in a rectangular raster of five-by-ten
locations (x-pitch: 100 um, y-pitch: 50 pm), were analyzed on
each sample. Accordingly, the analysis was conducted on a total
area of 0.18 mm?, in order to minimize the effects of local hetero-
geneity. A total of 38’400 laser pulses were applied to each sample
location at a laser pulse repetition rate of 1 kHz. A full TOF spectrum
of 100 ps was recorded for each applied laser pulse. Real-time
histogramming of 96 consecutive single laser shot spectra was
performed on board of the ADC-card before writing a single his-
togrammed spectrum to the storage disk of the host computer,
resulting in 400 spectra per sample location. Accordingly, a total of
20,000 spectra, representing 1,920,000 single laser shot spectra,
were stored for each sample.

Based on previous studies by Grimaudo et al. using the same
laser system, the mean material uptake rate at the applied irradi-
ances can be expected to lay in the range of several picograms per
applied laser pulse [5]. At these uptake rates, the total amount of
analyzed material per layer (i.e., 96 laser pulse spectra histo-
grammed to a single spectrum) could be roughly estimated to lay in
the range of hundreds of picograms, corresponding to a total of
several hundred nanograms per sample location. At these quanti-
ties of analyzed material, chemical analysis of micrometer-scale
features is possible.

To investigate the dependence of the quantitative performance
on several instrument and sample parameters, additional mea-
surements were performed. Firstly, a campaign was performed on
the Cu—Ni alloy BCS-CRM 180/2 sample. Different pulse energies,
ranging from 0.4 to 1.13 pJ (after transmission losses), were applied
with the aim to gain information on the influence of matrix as well
as the applied laser pulse energy. The detector voltage for this
measurement campaign was 2,100 V.

Analysis of the datasets was performed using software written
in MATLAB®, which was designed and produced in house specif-
ically for analysis of LIMS-TOF data [42]. TOF spectra were con-
verted to mass spectra according to the equation: m(t) = ko(t — to)
[2], with m being the mass in atomic mass units, t the TOF in sec-
onds, and kg and tg internal calibration constants. For the sake of
consistency, the conversion from TOF spectrum to mass spectrum
was calibrated on the same isotope peaks for all samples, which
were: 1°B, 1B, 13C, 160, 27a], 3%i, 3p, 325, 63Cy, 55Cu, ©Nb, and
10000, All analysis was performed on raw data. Small modifications
had to be made to the software to adapt it to the data produced by
LMS-GT (narrower peaks and different baseline characteristics). To
achieve the highest possible analytical accuracy, the first and last
100 spectra from each location were omitted from analysis, since
these spectra typically suffer from processes such as crater forma-
tion and residual surface contamination and oxidation.

3. Results and discussion
3.1. Spectral characteristics

Mass resolution. In accordance with a previous publication
covering LMS-GT, the maximum mass resolution (measured as m/
Am at FWHM) achieved during this study was roughly 12,000
(measured at %°Zr), with a mean mass resolution of around 9,000
for all identified monoatomic species (see Wiesendanger et al. 2019
for further details on the dependence of mass resolution on isotope
mass) [41]. This constitutes roughly a 10% increase in both
maximum and mean mass resolution observed in a previous study
on the same metal samples, which can most likely be attributed to
optimizations in applied laser power [41]. Mass peaks produced at
these mass resolutions are only several ns wide, and suffer slightly
from under-sampling at the current sampling rate of 3.2 GS/s.
Therefore, the mass resolution is expected to improve when using a
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data acquisition system with a higher sampling rate and
bandwidth.

As mentioned before, high spectral resolution has a number of
distinct advantages, the most evident of which is that it makes it
possible to resolve isobaric interferences between monoatomic,
polyatomic, and multiply charged species. Resolving isobaric in-
terferences directly facilitates quantification by increasing the
number of peaks valid for integration. An example of this is shown
in Fig. 1, where integration of the 1*N* peak is possible only because
it is fully baseline-separated from the 28Si?>* peak. Note that since
15N falls below current detection levels
(MN:1PN = 0.99636:0.00364 = 274) [43] in all three NIST steel
samples, element quantification of N depends fully on the N
isotope. A polyatomic species, 2C—H,, was anticipated due to the
high carbon content of the steel, but, due to the high mass reso-
lution and high mass accuracy, it can be confidently stated that this
species was not observed.

The second advantage of high mass resolution is the reduced
complexity of analysis. At high spectral resolution, the number of
unresolvable isobaric interferences that can reasonably be expected
to occur for a given sample is highly reduced compared to low
spectral resolution. Accordingly, confident identification and sub-
sequent quantification are simplified, since the necessity to inves-
tigate each possible isobaric interference and manually omit
affected peaks from the analysis is minimized.

Mass accuracy. Confident assignment of peaks, which is espe-
cially crucial for accurate quantification of trace elements, is further
facilitated by high accuracy of the mass scale. In TOF mass spec-
trometry, mass accuracy is inversely related to mass resolution,
such that the average mass accuracy is expected to be
approximately:

det — Merue 1

Mass accuracy = m =
© Mge  MR*10

where mgg; is the determined mass of a peak, me is the true mass
of the assigned species, and MR is the mass resolution. Fig. 2 shows
the mass accuracy for all detected elements in each of the three
NIST steel samples. With an average mass accuracy of 7.8 ppm, the

1.5x10'"°
NIST SRM 661
1450 1+
N
144 ppm
_1.0x10" —
3
3 28Si2+
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1ZC_H +
- |
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|
0.0 < | |
1 L] L] T I T 1 1 L}
13.95 14.00 14.05
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Fig. 1. Selected mass range from a spectrum acquired from NIST SRM 661. The
abundance of N is given as atomic fraction. Blue lines represent the true mass of the
different species. CH, is a polyatomic (molecular) species, which could be expected to
occur in high carbon steel but was not observed to be present.



C.P. de Koning, S. Gruchola, A. Riedo et al.

200
E .
S 100 L :
© = = u 9 S ¢
S oo AMTLE. oo .
8 . ©4 L] S [y *
<
@ -100 —
< * NIST SRM 661
+ NIST SRM 664
0y + NIST SRM 665
" T " T T 1T ' 1
0 50 100 150 200

Isotopic mass (u)

Fig. 2. Mean mass accuracies of all detected element isotopes for each of the three
analyzed NIST SRM samples.

accuracy is in line with the expected value of ~11 ppm at a mean
mass resolution of ~9,000.

As can be seen in Fig. 2, most points are randomly distributed
around zero. However, there are two regions where a different
trend can be observed. First, the elements between mass 50 and 60
seem to be shifted slightly upwards, meaning mge; is slightly higher
than the mq,.. Peaks of elements slightly lighter than 56Fe (e.g., Sy,
52Cr, 3> Mn) are influenced similarly to peaks slightly heavier than
3Fe (e.g., °°Co), which might indicate that the cause of the higher
mgyer for these elements is related to electrostatic interactions or
ion-optical issues. This is most likely also valid for the second group
with a deviating mass accuracy containing the isotopes of lead and
bismuth, although ion-optical issues seem the more likely reason
here since highly intense ion packets, potentially causing electro-
static interaction, are not present near Pb and Bi in any of the
recorded spectra. While there is some ringing after intense signals
due to the inevitable minor impedance mismatches in the signal
line, no effect on the mass accuracy of subsequent peaks was
observed. High mass accuracy is especially beneficial when isotope
patterns cannot be used to aid identification, i.e., for monoisotopic
elements (e.g., Na, Al, P) and trace elements with one major isotope
(e.g., La in the case of the analyzed samples). It is worth noting that
at mass accuracies in the single-digit ppm range, the mass of the
electron ‘missing’ from the detected cations needs to be taken into
account to make correct assignments, as it constitutes a significant
fraction of the total mass (e.g., ~11 ppm at the mass of “5Ti).

Detection sensitivity. Another important figure of merit in in-
strument performance is the detection sensitivity. The preliminary
analysis presented by Wiesendanger et al. showed high detection
sensitivity down to the single-digit ppm level [41]. Owing to im-
provements in the acquisition system, such as an ADC card with
higher vertical resolution and dampening of HV supply lines to the
detector, the linear dynamic range of the instrument was expected
to have increased. The resulting high detection sensitivity achieved
during this study is exemplified in Fig. 3, where detection of several
isotopes with abundances down to ppb levels is shown, such as
49Ti, 1pr, and **Nd, with abundances of 380, 540, and 270 ppb
atomic fraction (a.f.), respectively.

The detection of 44Ca at an abundance of 28 ppb a.f. (Fig. 3c)
constitutes a limit of detection two full orders of magnitude lower
than previously published results [41]. Validation of this high
detection sensitivity is only possible due to the combination of high
mass resolution and mass accuracy. The achieved mass resolution
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Fig. 3. Selected mass ranges from spectra acquired from the different analyzed NIST
SRM steel samples. The blue lines in the middle panels represent the nominal mass of
the assigned species. The assignment of Si—C in panel b cannot be made with absolute
confidence as the observed peak might be due to ringing, which is why it is denoted in
blue. Note the logarithmic scale on panel d.

allows for a distinction between the monoatomic Ca species and
polyatomic species with a similar nominal mass, while the high
mass accuracy allows for confident identification. In this case, the
identification of Ca species is supported by the 4°Ca:#Ca isotope
ratio (96.941:2.086 = 46.5)*> being in line with the observed in-
tensities for the assigned peaks.

The high sensitivity observed for Ca is partly due to its low first
ionization energy. However, sub-ppm sensitivity was observed for
elements with higher ionization energies as well. In Fig. 3d, Ti
isotopes with sub-ppm abundances can clearly be observed. An
estimation of the theoretical limit of detection can be made based
on the observed signal-to-noise ratio (SNR) for species present at
trace level abundances. For instance, 4Ti is detected with an SNR of
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~7 at an abundance of 580 ppb, meaning the theoretical limit of
detection at a SNR of 1 is ~80 ppb for Ti. Isobaric interference of
46Ca* and 48Ca* with #°Ti* and “®Ti™ is unlikely to be a significant
factor in this detection, since the Ti:Ca ratio for these isotopes is
relatively large (~100,000 and ~20,000 for “°Ti:#6Ca and 48Ti:*8Ca,
respectively).

Note that the intensity of the >°Ti* (Fig. 3d) is higher than one
would expect based on intensities of the other Ti peaks due to
isobaric interference with >°Cr*. Resolving this isobaric interfer-
ence requires a mass resolution exceeding 100,000, which is
beyond the capabilities of LMS-GT. However, no interferences are
observed (or expected) for any of the other Ti isotopes, meaning the
elemental abundance of Ti can still be measured accurately.
Moreover, the separate contributions of *°Ti and *°Cr to the peak
observed at m/z 50 can be determined to aid in the quantification of
Cr and its isotopes.

3.2. Quantitative performance of LMS-GT

Measured abundances of elements. In the current setup, a
discrete dynode electron multiplier, the ETP MagneTOF Plus de-
tector, is used to record the ion signal. This detector is capable of
detecting single ions up to large ion fluxes with a high linear dy-
namic range. Consequently, the recorded signal intensity is directly
proportional to the number of ions detected. Thus, measuring the
areas under the peaks (e.g., by integration) for one or several iso-
topes of a given element provides a direct measure for its relative
abundance in the sample.

To calculate the relative abundance of an element from the
measured areas under the peaks of its isotopes, a normalization
step is required. Normalization to a single element, such as a major
element present in the sample, is often performed. However, due to
the substantial chemical inhomogeneity of the analyzed samples,
as well as the inherent fluctuation of signal in non-averaged
spectra, normalization to a single element would degrade the
relative abundance determination. To overcome this issue,
normalization was performed against the sum of areas under the
peaks for all detected and identified monoatomic species present in
the sample as specified by NIST. Only Fe was omitted from the
normalization denominator, since its abundance is not certified in
any of the NIST steel samples, and any deviation of its true abun-
dance with respect to the abundance stated by NIST will have large
effects on the normalization as it is the main constituent. As a
result, the calculated abundance for a given element represents the
number of ions detected for that element as a fraction of all ions of
all identified monoatomic species detected in a spectrum except for
Fe, rather than as a fraction of the number of ions detected for a
single element of choice.

Fig. 4 shows the mean measured abundances of all detected and
identified elements for each sample as a function of the element
abundance as provided by NIST. Elements with certified element
abundances are denoted with solid symbols, whereas elements
which where only quantified with a single measurement technique
are indicated with open symbols. Several analytical features are
directly apparent from Fig. 4, such as the wide range of detectable
elements, as well as the high detection sensitivity with elements
down to 100 ppb a.f. being quantifiably detected in a single mea-
surement. However, sensitivities for a number of elements deviate
strongly from the mean, for example Mg, Ca, and Pb being higher,
and As being lower.

One noteworthy aspect of Fig. 4 is the relatively low signal
recorded for Fe in all three NIST steel samples. Since only the >*Fe
peak was used for quantification of Fe, detector gain loss and/or
subsequent aberrant detector behavior is not expected to play a role
in this observation. Furthermore, relatively low signal for Fe was
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observed in previous studies conducted on NIST SRM 661, 664, and
665 by our group (unpublished data). Several causes for the low Fe
signal can be proposed, e.g., low specific ion-yield during ablation
ionization, preferential neutralization of Fe ions in the ablation
plume consisting mainly of iron, and/or a deviation of the true Fe
abundance from the non-certified value listed by NIST. Moreover,
several measurement parameters concerning, e.g., the detector, the
ADC card, and the laser, were optimized with a focus on minor and
trace elements, of which quantification is the objective of this work.
This optimization process could contribute to a reduced signal for
species with an abundance of >95% such as Fe in this case. Deter-
mining which of these factors contributes most significantly to the
low recorded signal for Fe requires extensive investigation, and is
beyond the scope of this study.

To correct for the different ion yields from the laser ablation
ionization process, as well as different detection sensitivities for
different elements, in order to provide an accurately quantified
atomic concentration for the detected elements, application of
relative sensitivity coefficients (RSCs) is required. The RSC value of
an element of interest x is obtained as follows:

RSC — Ax(measured)

Ax(reference)

where Ay (measured) Stands for the measured atomic abundance for
element x (calculated as described above), and Ay (reference) repre-
sents its reference abundance. Using the RSCs as correction factors
allows for accurate quantification when conducting measurements
on unknown samples with similar matrix characteristics.

Fig. 5 shows RSC values calculated for all detected elements for
each sample. While most elements lighter than Fe are detected
with an RSC between 0.5 and 5, measurements of elements heavier
than Fe suffer from the gain depletion of the detector by the high Fe
intensities (approx. 300,000 — 400,000 Fe ions). Due to depletion of
electrons from the detector dynode plates by the highly intense Fe
signal, and their recharging which exceeds the time to the
following mass peaks, all species heavier than Fe suffer from a loss
of signal amplification. Accordingly, all elements heavier than Fe
have a systematically lower RSC (i.e., in all three NIST steel samples,
the average RSC value for elements after Fe is roughly a factor two
lower than the average value for elements before Fe). This is also
visible in Fig. 4, where the majority of data points below the solid
diagonal line belong to elements heavier than Fe. RSC values of
elements unaffected by loss of signal amplification are comparable
to those achieved previously by other instruments employing fs-
laser systems [20,44—46].

The issue of loss of signal amplification can be addressed in
several ways, the most straightforward being by applying a
correction factor. For instance, by using the average RSC of all
species after Fe as a correction factor, >80% of all detected elements
fall within an RSC between 0.1 and 10. However, such a linear
correction factor is likely to be an oversimplification of the pro-
cesses occurring after detector gain loss because of depletion of
charge from the detector after a large peak. More likely, the
recharging of the detector dynodes following charge depletion is
exponential in time. To find an appropriate correction factor, ac-
curate quantification of the loss of signal amplification is required,
which requires more extensive investigation. Such an in depth
quantification of loss of signal amplification is the subject of a
future study.

For an element not affected by loss of signal amplification, its
RSC is mostly dependent on its ion yield at laser ablation. This is
visualized in Fig. 6, which shows a dependence of element sensi-
tivity on the Fermi energy [47], a measure for the energy required



C.P. de Koning, S. Gruchola, A. Riedo et al.

International Journal of Mass Spectrometry 470 (2021) 116662

10° o @

10"
10
10°
10"
10°

10°

Measured Abundance

107

10°

[ = / = NIST661]

Fe
®
*
Fe
*C
Mn
3
Ti®
@ oS
Q (34
%F‘b ESNi #Cu o,
e T .
LRI C0 Al Mn‘l“f
st E Crk g
Si
. *4
As 4 F'go
§T| cu
Mg EE v
caJ Lz
e
[ « / o NIST 664 [+ / = NIST 665

T 1 1T 1T 1T T T 1 T 1
10® 107 10° 10° 10* 10° 10 10" 10°
Reference Abundance

10° 107 10° 10° 10 10° 10? 10" 10°
Reference Abundance

T 1 T 1 1T 1T 1T 1T T 1T T 1
10® 107 10° 10° 10* 10° 10” 10™ 10°
Reference Abundance

Fig. 4. Measured abundance versus reference abundance specified by NIST for all detected elements for each sample, given in normalized atomic fraction. Each point is the mean of
50 locations analyzed for each sample. The error bars represent the error of the mean. Solid symbols represent certified reference abundances, whereas open symbols represent
values reported by a single method. The diagonal lines (dashed and solid) are meant to guide the readers’ eye, and indicate the ratio between measured and reference abundance of
1:1, 1:10, and 10:1, respectively. Tables containing the values for each element can be found in the Supplementary Information.

10° T
1 = / © NIST 661
| = / = NIST 664
102—*”"""”””*I""""”””""""”""***{ **************************************** 4 / = NIST 665-
- i N
o l | =
10‘ S LR ”:’”g? ”””””” ? ””””””” T ; ”””””””””” E’””
i F = 2 I Lt
= FS + H [} o % Z 1 o ¢
B 100 - E T B T N O O . — [ S
; L e I s Lo I i R
N 1 1 -, |
44 i
T P A st Y s
| .
|
10-2_. ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, S
|
|
3 :
T 7T T T T T - T T T T T T T T T T T T T T T I
B N Mg Si Ti Cr Fe Ni Zn Se Nb Ag Sb Ce Pb .
C (o] Al P Ca \ Mn Co Cu As Zr Mo Sn La Nd Bi
Element

Fig. 5. Calculated relative sensitivity coefficients for all detected elements per sample. The dashed line is meant to guide the readers’ eye, and separates those elements unaffected
by loss of detection efficiency in the detector (left) from those affected by it (right). Solid symbols represent certified reference abundances, whereas open symbols represent values
reported by a single value. Tables containing the values for each element can be found in the Supplementary Information.

to promote an electron at or near the surface into the conduction
band, causing charge separation which is at the root of the fs laser
ablation process. As shown previously, the RSCs for a given element
correlate with variations in ablation and ionization efficiencies in
LIMS [48]. Since RSCs of elements heavier than Fe suffer from de-
tector loss of signal amplification, they are not taken into account in
Fig. 6. For elements lighter than Fe, a downward trend of the RSCs
with increasing Fermi energy can be observed. Aluminum clearly
deviates slightly from this trend, which might be due to a
contamination of the sample with aluminum oxides leftover from
the polishing procedure, which would result in a higher signal for
Al, and consequently a high apparent RSC.

Another possible factor in variating relative sensitivities is sur-
face oxidation. However, surface oxidation is not expected to play a
role in the observed variation of RSCs. Firstly, the short time be-
tween the polishing sample preparation and measurement (in the
order of several hours) is not expected have been sufficient for the
build-up of a significant oxidation layer. Secondly, thin oxidation
layers that did form were not taken into account for RSC calculation,
since the first 100 layers of ablated material were excluded from
analysis. Past this point any oxidation layer that might have formed

is expected to already be removed by the previous laser shots.

An additional source of the large range in element sensitivities
in the current LMS-GT setup is the use of IR irradiation. Due to the
lower photon energy of IR photons, multi-photon events are
required for ionization of elements with a high ionization energy
level. The increased energy of UV photons results in less multi-
photon events being required to ionize different elements, which
results in a more stoichiometric plasma, which, in turn, results in a
smaller range in RSCs [46,49,50]. However, while there are different
sensitivities for different elements with the current setup, which
can be accounted for by the derived RSCs, the use of a fs IR laser
ablation source is still expected to yield a smaller range in relative
sensitivities (by orders of magnitude) compared to employing a ns
pulsed laser system as ion source for LMS-GT. Nanosecond laser
pulses are known to cause severe fractionation due to interaction of
the laser pulse tail with the plasma of the expanding ablation
plume as well as due to thermal effects causing melting and sig-
nificant sample damage [20,26].

Distribution of elements throughout the material. While it is
stated in the certificate of analysis provided by NIST for each of the
characterized SRM samples that the materials were produced to
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achieve the highest level of homogeneity in the distribution of el-
ements, perfect homogeneity at the micrometer scale cannot be
guaranteed. In fact, compositional heterogeneities are known to
exist within each of the samples [51]. The high spatial resolving
power of LMS-GT allows not only to conduct bulk-like chemical
analysis by averaging values obtained from multiple sample loca-
tions but also allows for information on the distribution of ele-
ments throughout the sample material to be acquired.

Fig. 7 shows the location-to-location variation of abundances
corrected by their RSCs calculated for selected elements of NIST
SRM 661. As can be seen, not all elements are distributed similarly.
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Fig. 7. Location-to-location variation of the RSC-corrected abundance of selected ele-
ments in NIST SRM 661. The middle line of each box represents the median value of all
50 locations. Boundaries of the box are 25% and 75%, while for the bars, the boundaries
are 10% and 90%. The floating lines represent the minimum and maximum recorded
value. The red stars represent the reference abundance as stated by NIST.
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While elements such as Al, Si, and P were found to be rather evenly
distributed throughout the material, others (e.g., Mg, S, and Ca)
showed large variations exceeding a full order of magnitude be-
tween lowest and highest recorded intensities. As several elements,
including Mg, S, and Ti, are known to display a low solid solubility
and high segregation coefficient in Fe, the segregation of elements
suggested by the observed level of variation is in line with expec-
tations [52—54].

For Mg and Ca, the relatively high fluctuation can be partly
attributed to their abundances being close to the detection limit,
which increases the effect of random noise on the area under the
peak. However, S and Ti are present at levels well above the
detection limit, minimizing the effect of random noise. As a result,
the variation in signal intensity for these elements can most
confidently be attributed to local variation in their relative abun-
dance. The high level of variation observed for these elements
demonstrates the necessity of analyzing a sufficiently large volume
of material when aiming to calculate RSCs for accurate quantifica-
tion of these SRM materials since the certified element abundances
are bulk values.

Dependence of relative sensitivities on instrument parame-
ters. An additional measurement campaign was conducted to
investigate the dependence of the observed RSC values on several
parameters. Matrix dependence of the obtained RSC values was
assessed through measurements conducted on BCS-SRM 180/2, a
Cu—Ni alloy material provided by BAS. The influence of varying
pulse energy was investigated by applying a range of pulse energies
on this same sample. The results of the campaign are shown in
Fig. 8. Fig. 8a shows a similar trend as can be observed in Fig. 4: the
majority of elements plot along the diagonal line, meaning the
measured abundance matches the reference abundance relatively
well, while some elements (Mn and S) show slight deviations.
Moreover, none of the elements in Fig. 9 show a large variation in
RSC value with the applied laser power. In other words, no
dependence of RSC on applied laser power was observed in the
selected range. Note that the range of laser powers was selected
based on spectral properties of the acquired mass spectra; at pulse
energies below 0.4 pJ, little-to-no signal was observed, while at
pulse energies above 1.13 pJ, both detector gain loss and significant
peak broadening due to space charge effects started to occur. This is
again exemplified more quantitatively in Table 2, where RSC scores
for the different laser energies are listed. RSC scores were calculated
according to the following formula:

RSC score= ( ( Z'l +£Ssg’">>*100%
X

where x represents the number of elements being taken into ac-
count, which allows different sets of RSC values to be compared. As
can be seen in Table 2, where no significant improvements in RSC
scores are observed for any of the applied pulse energies.

Fig. 9c shows the obtained RSC values for all four investigated
samples for those elements that are certified in all four. For most
elements, the measured RSC value (Fig. 9b) differs from that
measured for the NIST SRM steel samples by a factor 2—8, when
applying the same laser power (0.57 pJ). This dependence of RSC
values on the matrix indicates that LMS-GT, when operated at IR
laser wavelengths, shows some matrix effects, which is in line with
expectations due to the inherent matrix dependence of the laser
ablation ionization process [20,28]. However, the same S-shape
trend can be recognized for all four samples, which indicates that
some factor which influences RSC values is applicable in all inves-
tigated materials. Note that the RSC value for Cu, the main con-
stituent of BCS-CRM 180/2, is roughly equal to one, which is in
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Table 2

RSC scores for the campaign to investigate RSC dependence on
applied detector voltage. The applied laser pulse energy was 1 1J
after transmission losses.

Applied pulse energy RSC score
0.40 1 70%
0.46 1) 65%
0.57 ) 65%
071 67%
0.90 67%
113y 65%

sharp contrast with the RSC values obtained for Fe in the NIST steel
sample investigations. Indeed, the Cu abundance in BCS-CRM 180/2
is certified, whereas the Fe abundance in the NIST steel samples is
not, which exemplifies the importance of only considering ele-
ments with certified abundances for RSC determinations.

4. Conclusion and outlook

A detailed study on three NIST SRM steel samples was con-
ducted to assess the quantitative capabilities of the LMS-GT high
mass resolution LIMS system. The achieved maximum mass reso-
lution of 12,000, measured at m/z 90, is a ~10% enhancement with
respect to our previous study, most likely due to optimization in
applied laser power [41]. The combination of high mass resolution,
sub-ppm detection sensitivity, and high achievable spatial resolu-
tion makes LMS-GT a promising analytical tool for the chemical
analysis of solids.

A major advantage of its high mass resolution lies in the large
reduction of the number of peaks affected by isobaric interferences.
This facilitates identification while simultaneously allowing for
quantification of peaks that would have been unresolvable at a
lower mass resolution. The high mass accuracy enables confident
species identification, which is especially valuable in cases where
isotope patterns cannot be used.

Calculated RSC values show a definitive loss of signal amplifi-
cation after a highly intense peak (in this case Fe) as a result of
detector gain loss. For the majority of elements unaffected by loss of
signal amplification, RSC values were calculated to lie between 0.5
and 5, which is in line with expected values based on results ach-
ieved with other LIMS systems. However, several elements suffer

from relative sensitivities exceeding one order of magnitude, such
as Mg, Ca, and Pb. No significant dependence of relative sensitivities
on applied laser power was observed, indicating a certain robust-
ness of the applied measurement technique. The expected matrix
dependence was observed, with most elements displaying a factor
2—8 difference between a steel matrix and a Cu—Ni alloy matrix.

To enhance the quantitative capabilities of LMS-GT, differences
in relative sensitivity should be minimized, which would reduce
reliance on matrix-matched standards for accurate quantification
of the chemical composition of unknown samples. Using IR fs-laser
irradiation as an ablation ion source has been shown to induce a
larger range in relative sensitivity of species compared to using UV
fs-laser irradiation. Consequently, incorporating a UV fs-laser sys-
tem as an ablation ion source into the current measurement setup
is expected to bring RSC values closer to one, although some
dependence on material-specific properties is always to be
expected.

As is, the LMS-GT LIMS system shows potential as a versatile
analytical tool for the chemical analysis of solids, with a wide range
of scientific and industrial applications. Its lateral resolution at the
micrometer scale, low detection limits at the ppb level, and high
mass resolution that allows resolving isobaric interferences
constitute an interesting set of analytical capabilities. These specific
capabilities could be especially advantageous during, e.g., in situ
chemical analysis of microscale inclusions in geological and mete-
oritic samples, as well as investigation of microscale in-
homogeneity/incorporations in deposited materials such as
coatings or semiconductor components. However, further devel-
opment on the ablation ion source and mass analyzer is required to
further improve its quantitative performance.
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